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Abstract

Statistical Shape Models are a popular method for segmenting three-dimensional medical images. To
obtain the required landmark correspondences, various automatic approaches have been proposed. In
thiswork, we present an improved version of minimizing the description length (MDL) of the model. To
initialize the algorithm, we describe a method to distribute landmarks on the training shapes using a con-
formal parameterization function. Then, we introduce a novel procedure to modify landmark positions
locally without disturbing established correspondences. We employ a gradient descent optimization to
minimize the MDL cost function, speeding up automatic model building by several orders of magnitude
when compared to the original MDL approach. The necessary gradient information is estimated from
a singular value decomposition, a more accurate technique to calculate the PCA than the commonly
used eigendecomposition of the covariance matrix. In thiswork, wef i rst present a basic version where
spatial locations are used in the MDL cost function; next, we introduce an extended version where any
combination of features can be used as ametric. As an example application, we present results based on
local curvature measurements. Finally, we present results for synthetic and real-world datasets demon-
strating the eff i ciency of our procedures and give details about the implementation using the Insight

Toolkit (ITK).
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1 Introduction

Since their introduction by Cootes et al. [4], Active Shape Models (ASMs) and statistical shape methods
in general have become popular tools for automatic segmentation of medical images. The main challenge



of the approach is the point correspondence problem in the model construction phase: On every training
sample for the shape model, landmarks have to be placed in a consistent manner. While manual labeling
is a time-consuming but feasible solution for 2D models when using only a limited number of landmarks,
it is highly impractical in the 3D domain: Not only is the required number of landmarks higher than in the
2D case, but it also becomes increasingly diff i cult to identify and pinpoint corresponding points, even for
experts.

Several automated methods to fi nd the correspondences in 3D have been proposed. Brett and Taylor [3]
use a pairwise corresponder based on a symmetric version of the ICP algorithm. All training shapes are
decimated to generate sparse polyhedral approximations and then merged in a binary tree, which is used to
propagate landmark positions. Shelton [20] measures correspondence between surfaces in arbitrary dimen-
sions by a cost function which is composed of three parts representing Euclidean distance, surface defor-
mation and prior information. The function is minimized using a multi-resolution approach that matches
highly decimated versions of the meshes fi rst and iteratively ref i nes the results. Paulsen and Hilger [19]
match a decimated template mesh to all training shapes using thin plate spline warping controlled by a small
set of manually placed anatomic landmarks. The resulting meshes are relaxed to fi t the training shapes
by a Markov random f i eld regularization. Another approach based on matching templates is presented by
Zhao and Teoh [23]: They employ an adaptive-focus deformable model to match each training shape to all
others without the need for manually placed landmarks. The shape yielding the best overall results in this
process is subsequently used to determine point correspondences, enhanced by a bridge-over” procedure
for outliers. Another approach presented by Meier in [16] explores using local curvature measurements
for establishing pairwise correspondence. The cost function is based on curvature (C) and shape index (S
metrics def i ned in [15].

A common characteristic of these methods is that they base their notion of correspondence on general
geometric properties, e.g. minimum Euclidean distance and low distortion of surfaces. A different approach
is presented by Davies et al. [7] who propose to minimize a cost function based on the minimum description
length of the resulting statistical shape model. In a recent comparison [21], this approach has shown to be
superior to other correspondence methods. However, the optimization of the MDL criterion for 3D shapes
is complex to implement and computationally expensive. In [13], we presented an optimized procedure
for minimizing the description length which is easier to implement and more eff i cient than the original
approach. In this paper, we describe an implementation of our algorithm using the pipeline architecture of
the open source toolkit ITK. We will start by reviewing the theory of the algorithm and present some results
before we present the ITK implementation in Sect. 6.

2 Fundamentals

2.1 Statistical Shape Models

The most popular kind of shape models uses point distribution models (PDMs), which represent each d-
dimensional training sample as a set of n landmarks. For every sample, landmark positions are def i ned
by a single vector x, storing the coordinates for landmark i at (X;,Xin,Xi+2n). The vectors of all training
samples form the columns of the landmark conf i guration matrix L. Applying principal component analysis
(PCA) to this matrix delivers the principal modes of variation pp, in the training data. Restricting the model
to the f i rst c modes, all valid shapes can be approximated by the mean shape x and a linear combination of
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displacement vectors:

c
X=X+ Z YmPm 1)
m=1

Cootes used an eigenvector decomposition of the covariance matrix of L to calculate the PCA [4], a method
commonly employed for this purpose. However, the same results can also be achieved by a singular value
decomposition (SVD), which is numerically more stable and thus more accurate when the covariance matrix
is ill-conditioned [14].

Theorem 1 Any mx nreal matrix A with m > n can be written as the product
A=UDVT (2)

where U and V are column orthogonal matrices of size mx n and n x n, respectively, and D isanxn
diagonal matrix. Then U holds the eigenvectors of the matrix AAT and D? the corresponding eigenvalues.

Without calculating the covariance matrix, the PCA can thus be obtained by the SVD of the matrix A =
ﬁ(L — L), where sis the number of samples and L a matrix with all columns set to x. In addition to the
increased accuracy, the matrices U and V allow calculating gradient information for the eigenvalues which

we will use during the optimization stage of the model-building process.

2.2 Correspondence by minimizing description length

A prerequisite for statistical shape models is a set of landmark points located at corresponding positions
on all training shapes. To quantify this correspondence, the MDL approach introduced by Davies et al. [6]
def i nes a cost function F which is based on the minimum description length of the generated model. In this
work, we use a simplif i ed version of the MDL as proposed by Thodberg [22], where F is def i ned as:

>
F=3rtm with £m= 1+1og(Am/Act) ~ for Am > Acut o
m Am/Act for Am < Acut

This formulation features one free parameter A, which represents the expected noise in the training data.
Since all shapes are rescaled to produce a mean shape with RMS radius r = 1//n for the PCA, the optimal
value for Aqy; depends on the original average radius of the training shapes r:

7\cut = (g)z ) (4)

where o is the standard deviation of noise in the training data. In coherence with the voxel quantization
error, Thodberg choses o = 0.3 and uses r = 100 in all his experiments. While we adopt the same o-value,
we modify r depending on the resolution of the images from which the training shapes are extracted.

2.3 Using different metrics for correspondence

The basic MDL method uses 3D spatial location information as its metric. However, it is also possible to use
any other local metrics, and minimize the model description length with respect to these. A good example
of such features that can be used for establishing correspondence is local curvature metrics.



In this work, we present results using the local curvature metrics presented in Koenderink [15], namely, the
shape index Sand the curvedness C. C and Scan be computed as functions of the two principal curvatures
of the surface. They basically are equivalent to a polar representation of the principal curvatures K, and Ko.

2
C=In (K2 +K3)/2 (5)
2
S— —Zargtan’ L X2 (6)
Tt K1 — K2

C and Simprove the curvature measurement by decoupling the size and shape aspects of the curvature. C
describes how curved an object is, and is closely related to the size. S on the other hand, is indicating
the shape of the surface in terms of concaveness and convexness. This pair of metrics is very suitable for
measuring correspondence of two surfaces, since they provide a means of measuring shape in a very intuitive
way.

It should be noted that, even though we only present results using C and S as metrics in this work, our
implementation provides complete flexibility in the choice of features to be used. This is achieved by letting
the user provide the number of features per point and feature values, without any constraints. The feature
values should be computed offline and stored in a feature fi le for each object in the population.

3 Mesh Parameterization

To def i ne an initial set of correspondences and a means of manipulating them eff i ciently, we need a conve-
nient parameter domain for our training shapes. For closed 2D objects, the natural choice for this parameter
domain is the arc-length position on the contour: Choosing an arbitrary starting point and normalizing the
total arc-length to 1, all positions on the contour (i.e. all potential landmark positions) can be described by
a single parameter p € [0..1].

In order to minimize complexity for the parameterization of 3D shapes, we will restrict the discussion to
closed two-manifolds of genus 0 (i.e. surfaces without holes and self-intersections). Objects of this class are
topologically equivalent to a sphere and most shapes encountered in medical imaging are of this type(e.g.
liver, kidneys and lungs). The task is to fi nd a one-to-one mapping which assigns every point on the
surface of the mesh a unique position on the unit sphere, described by two parameters longitude 6 € [0..21]
and latitude @ € [0..11.

The mapping of an arbitrary shape to a sphere inevitably introduces some distortion. There are a number
of different approaches which attempt to minimize this distortion, typically preserving either local angles or
facet areas while trying to minimize distortions in the other. An overview of recent work on this topic can
be found in [9].

For an initial parameterization, Davies uses diffusion mapping, a simplif i ed version of the spherical har-
monics method described by Brechbiihler [2]. For our optimization strategy (Sect. 4), an angle preserving
method is also suitable: Moving neighboring points on the parameterization sphere in a specif i ¢ direction,
we expect the corresponding landmarks on the training shape to move in a coherent direction as well. This
behavior is guaranteed by conformal mapping functions, transformations that preserve local angles.
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3.1 Creating a conformal mapping

Definition 1 Each training sample for the statistical shape model is represented as a triangulated mesh
K = (V,E) with vertices u,v € V and edges [u,V] € E. The vertex positions are specifi ed by f:V — R3, an
embedding function def i ned on the vertices of K. A second function w:V — R specif i es the coordinates
as mapped on the unit sphere, Y e V : |w(Vv)| = 1.

Gu et al. present a variational method to create a conformal parameterization in [12]. From an initial Gauss
map, where w(Vv) represents the normal vector of v, they use a gradient descent optimization to minimize the
string energy of the mesh, def i ned as:

ZKw = 3 kylo(u) - o) (7)
[uVvleE
Minimizing the string energy with all edge weights k,y set to 1 yields the barycentric mapping, where each
vertex is positioned at the center of its neighbors. Subsequently, a conformal mapping can be obtained using
edge weights depending on the opposing angles a, 3 of the faces adjacent to [u,V] as in:

kuv = = (cota +cotf) 8)

N =

During the optimization process, all vertices must constantly be projected back onto the sphere by w(u) =
o (u)/| (u)|. The formal correctness of this approach was later proved in [11].

3.2 Spherical harmonics

An alternative method for obtaining a spherical parametrization of the input objects is to use spherical har-
monics functions. In summary, the SPHARM description is a hierarchical, global, multi-scale boundary
description that can only represent objects of spherical topology [2]. The spherical parameterization is
computed via optimizing an equal area mapping of the 3D voxel mesh onto the sphere and minimizing an-
gular distortions. The basis functions of the parameterized surface are spherical harmonics. Each individual
SPHARM description is composed of a set of coeff i cients, weighting the basis functions. Truncating the
spherical harmonic series at different degrees results in object representations at different levels of detail.
SPHARM is a smooth, accurate f i ne-scale shape representation, given a suff i ciently high representation
level. Based on a uniform icosahedron-subdivision of the spherical parameterization, we obtain a Point
Distribution Model (PDM).

Spherical harmonic basis functions Y™, —I < m<| of degree | and order mare def i ned on 8 € [0; T x @ €
[0;2m) by the following def i nitions:

e = S i Aeose) e ©
TOG = (DO, 10

where Y™ denotes the complex conjugate of Y, and B™ the associated Legendre polynomials

prw) = w1 S

ST (w2 1)". (11)

\NITH-I
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Our ITK-compatible implementation for generating the spherical harmonics representation of a surface, as
well as other classes for handling spherical harmonics representation, is publicly available at UNC Neurolib
repository (www. i a. unc. edu/ dev/ ). These classes are not provided as part of this work, since the initial
parametrization is assumed to be precomputed and stored.

3.3 Mapping landmarks

Following the preceding sections, the parameterization is def i ned by a spherical mesh with the same topol-
ogy as the training sample. In order to obtain the 3D position for an arbitrary landmark at the spherical
coordinates (8, @), which is generally not a vertex, we have to f i nd the intersection between a ray from the
origin to (8, ) and the parameterization mesh. Since mapping landmarks is the most computationally ex-
pensive part of the model-building process, an intelligent search strategy of ordering the triangles according
to the likelihood of ray intersection speeds up the algorithm considerably. Intersected triangle indices for
each landmark are cached and, in the case of a cache miss, neighboring triangles are given priority when
searching for the ray intersection. To test a triangle for intersection, we use the method described in [17],
which conveniently produces the barycentric coordinates of the intersection point. The same coordinates
used on the respective triangle of the training mesh yield the f i nal landmark position.

4 Optimizing Landmark Correspondences

With an initial conformal parameterization w; for each training sample i, we can acquire the necessary
landmarks by mapping a set of spherical coordinates to each shape. To optimize the point correspondences
with the MDL criterion, two possibilities are available: We can either change the individual w; and maintain
afi xed set of global landmarks or modify individual landmark sets W;.

In this work, we opted for the fi rst alternative, which has the advantage that the correspondence is valid
for any set of points placed on the unit sphere. Therefore, it is possible to alter number and placement of
landmarks on the unit sphere at any stage of the optimization, e.g. to better adapt the triangulation to the
training shapes. Moreover, we do not need to worry about the correct ordering of landmarks: Since the valid
set on the unit sphere is f i xed, ensuring a one-to-one mapping to the training shapes is suff i cient.

4.1 Re-parameterization

To modify the individual parameterizations in an iterative optimization process, we need a transformation
function of the type o/ = ®(w). In [7], Davies et al. use symmetric theta transformations for that purpose:
Employing a wrapped Cauchy kernel with a certain width and amplitude, landmarks near the kernel position
are spread over the sphere, while landmarks in other regions of the surface are compressed. By accumulating
the effects of thousands of kernels at different positions, arbitrary parameterizations can be created.

While this re-parameterization method produces the required effect, it is an ineff i cient means of modifying
surface parameterizations. The main disadvantage is that it is a global modif i cation, i.e. adding one new
kernel modif i es all landmark positions on the object. Intuitively, it would be desirable to keep established
landmark correspondences stable. Therefore, we suggest a new method for modifying parameterization
functions based on kernels with strictly local effects.

We will assume that we know a principal direction (A8, A@) in which the vertices of a local neighborhood on
the parameterization mesh should move to improve landmark correspondences. Then we def i ne a Gaussian
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envelope function to change each spherical coordinate by c(x, o) - (A8, Ag) with

22 (307
o2 o2
c(x,0) = ez € 2 forx< 30 (12)

a 0 forx> 30

The variable x denotes the Euclidean distance between the center of the kernel and the specif i ¢ vertex of the
parameterization mesh, while o specif i es the size of the kernel. The movements are cut off at 3o to limit
the range and keep the modif i cation local. During the course of the optimization, o is decreased to optimize
larger regions at the beginning and details at the end. Three examples for possible kernel conf i gurations
with different o-values are shown in Fig. 1.

Figure 1: Kernel configurations for o values of 0.4, 0.3 and 0.2. Red colors mark regions with large vertex
movements, blue ones those with no modification.

The proposed method of modif i cation does not work if a kernel includes one of the poles of the spherical
parameterization mesh (¢ = 0 or @ = 1) because vertices would all move either toward or away from this
point, depending on A@. Nevertheless, the positions of the different kernels have to change in the course of
the optimization in order to guarantee an equal treatment for all vertices of the parameterization mesh. This
limitation is overcome by def i ning specif i ¢ kernel conf i gurations as shown in Fig. 1, which do not cover
the pole sections of the sphere. By keeping these conf i gurations fi xed and instead rotating all parame-
terizations and the global landmark collection by a random rotation matrix, the relative kernel positions are
changed without touching a pole. The random rotation matrices for these operations are acquired using the
method described in [1].

4.2 Calculating MDL gradients

Given a kernel at a certain position, we need the direction (A8, Aq) for the movement which minimizes the
cost function. Since all modif i cations of the parameterization change landmark positions on the training
sample, the fi rst step is to quantify the effect landmark movements have on the MDL value. As shown in
[8], the work of Papadopoulo and Lourakis on estimating the Jacobian of the SVD [18] can be used for that
purpose, calculating the gradients of the MDL objective function with respect to individual landmarks.

The calculation of the singular value derivatives does not add a signif i cant computational overhead. Given
the centered and un-biased landmark conf i guration matrix A from Sect. 2.1, the derivative for the m-th

singular value dp, is calculated by:

0dm
— = Ujm" V] 13
aa” m m ( )
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Figure 2: Gradients of the MDL cost function visualized for two sample shapes. The value of the directional
derivative is color-coded ranging from blue for weak gradients to red for the strongest gradients.

The scalars ujm and vjm are elements of the matrices U and V from (2). Since our MDL cost function uses
Am= drzn, we can derive the MDL gradients as
a_F _ Z aL_m with aL_m _ 2uimij/dm for Am > Acut (14)
aaii m aaii aaij deuimij/)\cut for Am < Acut

This derivation yields a 3D gradient for every landmark, revealing the influence of its movements on the
cost function. Two examples of the resulting gradient f i elds are visualized in Fig. 2.

4.3 Putting it all together

The fi nal step is to transform the calculated gradient fi elds into optimal kernel movements k = (A8, Ag)
on the parameterization mesh. Using the chain rule, we get:

OF OF 0a;
_ oF o0& 15
ok  oay; ok (15)

We use f i nite differences to estimate the surface gradients da;j /ok.

Both Davies [5] and Thodberg [22] describe cases in which the MDL optimization can lead to landmarks
piling up in certain regions or collapsing to a point. Davies keeps one shape as a master example with f i xed
landmarks to prevent this effect while Thodberg suggests adding a stabilizing term to the cost function. Since
we have never observed the problematic behavior with our new re-parameterization, we do not employ any
of these methods.

In addition to modifying the mapping functions w; by re-parameterization, other variables which influence
landmark positions can be included in the optimization. The rotation of each mapping w; determines the
position of the fi rst landmark on the training shape and the relative orientation of all others. By calculating
gradients for rotating the parameterization mesh around the three Euclidean axes and using those instead of
the surface gradients da;j/0dk in (15), we have an eff i cient method to optimize this variable.
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Table 1: The collection of datasets used for the evaluation.
Cuboids  Ellipsoids Livers

Origin synthetic  synthetic clinical
Mean size (radius in voxels) 100 100 70
Number of samples 20 20 21
Perceived sample variance low medium high
Sample complexity (# vertices) 486 962 1500-2000
Model complexity (# landmarks) 642 642 2562

Table 2: Cost function values F and number of used iterations | for all datasets. Times are given in hours
and minutes.

Cuboids Ellipsoids Livers
State Time I F Time I F Time | F
Initial values 0:00 0 15.86 0:00 0 17.47 0:00 0 X
After optimization 0:11 900 10.96 0:13 1400 13.13 X X X

5 Results

5.1 Spatial location based MDL
Datasets

As previously noted, the basic method uses the 3D spatial location of vertices for establishing correspon-
dence. We tested the presented method on two synthetic and one real-life dataset. Synthetic data has the
advantage that the global minimum of the cost function is known, since it can be calculated from the corre-
spondences inherent for generated data. A tabular description of all employed datasets is given in Tab. 1.

Optimization of Point Correspondences

Using the algorithm presented herein, we created statistical shape models for all three datasets on an Intel
Dual Xenon 3.0GHz platform. The results of the optimization are summarized in Tab. 2. An extensive eval-
uation of the created shape models including a comparison with the original MDL approach was conducted
in [13]. It turned out that our new algorithm is several orders of magnitude faster and delivers signif i cantly
better models than the original approach.

5.2 Local curvature based MDL

The extended version of the presented method can use any number of local features for establishing corre-
spondence. The feature values at each location are provided in input fi les. Here, we present results of an
experiment where we used the previously presented local curvature metrics C and S as our features. Figures
3 and 4 show the results of this optimization, visualized such that corresponding locations across the pop-
ulation are colored in the same way. Figure 3 shows the @ value correspondence and Figure 4 shows the 6
value correspondence, where @and 6 are the usual spherical coordinates.
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Figure 3: The @ values of our population after curvature based correspondence is run. Similar colors across the
objects show corresponding @ values on each object.

Note that even though we present results using only C and S metrics, our tool allows the usage of any desired
optimization metric, or any combination thereof. This is achieved by making the correspondence based on
input read through a file, and not internal computations. This provides great flexibility and enables exploring
various shape metrics and inspecting the quality of the correspondence they imply, without even modifying
the code.

6 Implementation

Although the proposed algorithm is easier to implement than the original MDL optimization, it is still
a challenge. One of the earliest problems encountered was that ITK, while offering a large variety of
2D and 3D image fi lters, provides only very limited mesh support. Most of the functionality necessary
for parameterizing meshes — beginning with eff i cient access to vertices, edges and faces — had to be
implemented from scratch in diverse subclasses of i t k: : Mesh. Consequently, there was a lot of work to do
apart from designing the core components of the algorithm. An overview of how these classes act together
in the algorithm for automatic model building is given in Fig. 5. Detailed information on all implemented
classes is presented in Appendix A.
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Figure 4: The 0 values of our population after curvature based correspondence is run. Similar colors across the
objects show corresponding 8 values on each object.
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A mai n() function is provided along with these classes as a ready to use tool. The only parameters to this
tool are an input list file, a landmark fi le, and a model radius. The input list fi le is a simple text fi le
including the paths for all the input mesh fi les representing the input objects in the population. For each
object, there should be separate files containing the vertices, the faces, the parametrization, and the features
(if the features rather than the spatial locations are to be used). Each of these files should have the same
name, but different extensions: .pts for the vertices, . fce for the faces, .par for the parametrization, and .txt
for the features. More information about the file formats can be found in the Appendix A.14.

The landmark fi le is a separate mesh fi le that represents the locations that we want to include in the
evaluation of the MDL cost function. This can be the same as one of the objects in the population if the
resolution of the mesh is suitable. A typical usage, however, would have high-resolution input meshes with
a coarser landmark mesh, so that the optimization proceeds faster. The last parameter, the model radius, is a
variance threshold that is used to determine the amount of noise in the data.

A detailed overview of how the mai n() function works is useful to demonstrate how the various classes
should be put together. Initially, an instance of the St ati sti cal ShapeMdel 3DCal cul at or class is cre-
ated, and it is provided with a cost function, which is an instance of the Si npl i fi edMDLCost Functi on
class. Note that one can either choose the Stati sti cal ShapeMdel 3DCal cul at or class itself and use
spatial locations as a metric, or use the subclass St ati sti cal ShapeMbdel 3DCal cul at or Wt hFeat ur es
and use arbitrary local features.  Next, the input meshes and the landmark mesh are loaded.
If a parametrization file is not already provided along with the input meshes, a suitable ini-
tial parametrization is computed, either via conformal spherical parametrization or via spheri-
cal harmonics basis functions (the former method is illustrated in the provided main() func-
tion). Any other method that generates a spherical parametrization can be used as well. The
resulting instances of the Spherical ParametrizedTriangl eMesh class are then provided to the
Statistical ShapeMbdel 3DCal cul at or. After the Stati sti cal ShapeMdel 3DCal cul at or is updated,
all that remains to do is to output the f i nal versions of the meshes. Across the population of output meshes,
the points with the same (¢, 8) values will be corresponding.

7 Conclusions

We presented our automatic statistical shape model building method and its implementation in the open
source ITK framework. It offers an eff i cient, robust and versatile approach to automatic model building
that should further propagate the use of 3D shape models in clinical practice. To represent more complex
shapes (e.g. brain ventricles), the mesh surface could be cut and parameterized over multiple domains
instead of a single sphere.

Future research will investigate how far the established correspondences can be used to reorganize landmarks
after the optimization in order to represent the geometry of the model optimally with a minimum number
of points. Additionally, the stability of our re-parameterization method against landmark collapse has to be
verif i ed using a larger number of test datasets.
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Figure 5: An overview of the pipeline involved in the algorithm for automatic model building. Each training
sample is read from disk and parameterized conformally. Using a landmark mesh which is also read from
disk, shapes with the same number of vertices are created. These are aligned by a Generalized Procrustes
matching and scaled to tangent size. In each optimization step, all parameterizations are modified by the
Gaussian warp filter and the results written back to the original data (dotted line). Subsequently, landmarks
and parameterizations are rotated with the same transform (i.e. landmark positions on the generated meshes
do not change), again overwriting the original values.
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A Appendix: Class implementations

In the following, we present all implemented classes one by one.

A.1 IndexedTriangleMesh

Theitk:: I ndexedTriangl eMesh class represents a three-dimensional, two-manifold mesh consisting ex-
clusively of triangle cells. It derives from the i t k: : Mesh class and hence inherits all the common function-
ality related to points and cells. It was designed to allow fast and easy access to adjacency information of
points, edges and faces. This information is precalculated and stored in the overwritten Bui | dCel | Li nks()
method. In order to stay up-to-date, this method has to be called after all topological modif i cations to
the mesh. In addition to indexing points, the class also indexes faces (i.e. triangles) and edges. Although
edges do have a direction, an edge shared by two faces is only stored once under a single index. The in-
dex data type can be specifi ed as a template parameter, for meshes with less than 65,536 faces, edges
and vertices, unsigned short is recommended to save memory. There is an assignment operator for an
i tk::lndexedTriangl eMesh, which can be used e.g. in fi lters to initialize the output with the input. It is
important to note that the operator only copies the pointers (i.e. performs a shallow copy) for all i t k: : Mesh
information, while all adjacency information is copied by value (deep copy).

Point related functionality.

In addition to the Get Poi nt () method of the i t k: : Mesh class that copies point information to a supplied
pointer, there is an overloaded version that returns a reference to the point. For a given edge, the two points
forming it can be queried with Get Poi nt | ndexFor Edge() . If one point of the edge is known (but it is not
clear whether it has the local index 0 or 1), the other point can be queried by Get Connect edPoi nt | ndex() .
The same way, the three points forming a triangle can be accessed using Get Poi nt | ndexFor Face() . If
one edge of the face and thus two points forming it are known, the third point can be queried using
CGet M ssi ngPoi nt | ndex().

Edge related functionality.

The number of edges in the mesh can be queried with Get Nunber Of Edges() . All edges are indexed from
0 to Get Nunber Of Edges() - 1. An edge is represented as a vector and can be accessed by the Get Edge()
method, its length by Get EdgeLengt h() . The number of edges connected to a specif i ¢ point can be queried
with Get Nunber OF EdgesFor Poi nt () , their indices with Get Edgel ndexFor Poi nt (). The following code
calculates the average edge length for a specif i ¢ point:

I ndexType pointld = O;

Coor dRepType avgLength = 0;

for (IndexType i=0; i<GetNunber O EdgesForPoint( pointlid ); i++)
{
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avgLength += Get EdgelLengt h( Get Edgel ndexFor Point( pointld, i ) );

}
avgLength /= Get Number Of EdgesFor Poi nt ( pointld );

The three edges forming a specif i ¢ triangle can be accessed by Get Edgel ndexFor Face() . To test whether
two points are connected by an edge, the method Get Connect i ngEdgel ndex() can be used.

Face related functionality.

The number of faces in the mesh can be queried with Get Nunber O Faces() . All faces are indexed from
0 to Get Nunber Of Faces()-1. The number of faces connected to a specifi ¢ point can be queried with
CGet Number O FacesFor Poi nt (), their indices with Get Facel ndexFor Poi nt (). Two faces count as ad-
jacent if they share at least one common point. This means that a face can (and mostly will have) more
than the obvious three adjacent faces sharing the three edges. The exact number can be queried using
Cet Number O Adj acent Faces( ), the respective face indices using Get Adj acent Facel ndex() .

A.2 ParameterizedTriangleMesh

The itk::ParaneterizedTriangl eMesh class is the base class for a surface parameterization of a
three-dimensional, two-manifold mesh consisting exclusively of triangle cells. It derives from the
i tk::lndexedTriangl eMesh class and extends it by adding methods for mapping between parameter and
object space. Although coordinates in parameter space can be expressed using only two values (since the
mesh is a two-manifold), all mapping methods use the inherited, three-dimensional Poi nt Type to pass pa-
rameter coordinates. How to convert from this Poi nt Type to the two-dimensional parameter coordinates is
up to the individual subclasses. The method MapCoor di nat es() maps coordinates from parameter space to
object space. Object space coordinates are represented as a face index and barycentric coordinates inside this
face. If the face the mapping will lead to is already known or suspected, the method Coor di nat esl nFace()
can be used to find the exact barycentric coordinates. To display the parameterization graphically in
a 2D-image (e.g. for purposes of texture mapping), usually a number of different patches (images) are
used to minimize distortion. The number of patches can be assessed using Get Number Of Pat ches().
The patch which should be used to display a certain face with minimal distortion can be queried with
Cet Pat chl ndexFor Face() . Once the patch is known, the two methods MapPar anet eri zat i onToPat ch()
and MapPat chToPar anet eri zati on() can be used to map coordinates from one domain to the other. Patch
coordinates always lie in the range of [0..1]. Updat ePar amet eri zati on() can be used to copy the parame-
terization from another i t k: : Paranet eri zedTri angl eMesh (usually one modif i ed by afi lter operation).
Subsequently, Get Par amet eri zati onModi fi ed() reveals if the parameterization for a specif i ¢ point was
changed during this process. The method Set Paranet eri zati onMdi fied() allows fi lters to set the
modif i ed-flag for a specif i ¢ point or for all points at once. All presented methods are declared virtual and
— with the exception of the Get / Set Par anet eri zat i onhbdi fi ed() methods — have to be implemented
in subclasses.

A.3 SphericalParameterizedTriangleMesh

The i tk:: Spherical Paraneteri zedTri angl eMesh class is derived from
itk::ParaneterizedTriangl eMesh and implements a surface parameterization for meshes of spherical
topology (genus zero). Internally, the parameterization is represented as a second, spherical mesh with the
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same topology as the original mesh. Coordinates of the spherical mesh are stored in a STL-array. Parameter
coordinates are represented as 3D coordinates lying on the unit sphere. The mapping from parameter to
object space is implemented by calculating the intersection of a ray (from the center of the sphere to a point
indicated by the parameter coordinates) and the triangles of the sphere. If the intersecting triangle cannot
be guessed, MapCoor di nat es() sorts all triangles according to their average distance to the parameter
coordinates and starts intersection testing with the closest one. To map the parameterization to 2D-images,
two patches are used (each mapping one half-sphere by means of the stereographic projection). New
methods of the class are Get Spheri cal Map(), which returns a reference to the coordinate array of the
spherical mesh and I ni ti al i zeSpheri cal Map(), which reserves the necessary memory for the coordinate
array and is usually called once by fi Iters.

A.4 ConformalSphericalParameterizationFilter

The i tk:: Conformal Sphercial ParaneterizationFilter class is derived from
itk::MeshToMeshFilter and generates a conformal parameterization for meshes of spher-
ical topology. It expects an itk::IndexedTriangl eMesh as input and delivers an

i tk::Spherical Paranet eri zedTri angl eMesh as output.  The implementation of this fi lter is
based on the paper by Gu et al. [12]. Internally, the fi rst step of the algorithm is to compute a Gauss map
of the mesh, where all points are mapped to positions specif i ed by their normal vectors. The protected
method Comput eGaussMap() calculates all face normals coherently (i.e. pointing in the correct direction)
and averages the face normals around each point. Subsequently, the string energy of the mesh is minimized
in two steps, f i rst optimizing the barycentric energy, then the conformal energy. In some rare cases, these
optimizations do not converge and the fi Iter will not return from the Updat e() function.

A.5 RotateSphericalParameterizationFilter

The i tk:: Rot at eSpheri cal Paramet eri zati onFi |l ter is derived from itk:: MeshToMeshFilter and
rotates the parameterization of an itk:: Spherical Paraneteri zedTri angl eMesh. A rotation of the
parameterization results in rotating all mapped points/landmarks around the mesh. The function
Set Transforn() is used to specify the desired rotation by means of an itk:: AffineTransform Al-
though this transform allows different transformations than just rotations, only rotations will result in a valid
output.

A.6 GaussianWarpSphericalParameterizationFilter

The i tk::Gaussi anWar pSpheri cal ParaneterizationFilter is derived from
i tk::MeshToMeshFilter and locally modif i es the parameterization of an
i tk:: Spherical Paranet eri zedTri angl eMesh. Within a local environment around a control point, all
points of the spherical map (the parameterization) are moved in a specif i ¢ direction. The magnitude of the
movement is controlled by a Gaussian envelope function, its variance determines the area that is modif i ed.
The fi Iter offers presets for different variances that can be activated by the Set Level O Det ai | () method.
The number of available control points also depends on the level of detail (since fewer local environ-
ments fit on the sphere if each one is larger) and can be queried by Get Nunber O Cont rol Poi nts().
When the level of detail is set, the control point that is used for the warp has to be specified using
Set Acti veControl Point (). Subsequently, the direction and maximum magnitude of the movement has
to be set using SetDi rection(). The direction is specified by a three-dimensional vector: The fi rst
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element is the change in radians for the azimuth angle, the second is the change in radians for the polar
angle. The third element is not used. Note that the fi Iter only modif i es the area around one control point
at a time.

A.7 RemeshParameterizedMeshFilter

The itk:: RemeshPar anet eri zedMeshFi | ter is derived from i tk:: MeshToMeshFilter and maps a set
of landmarks from parameter space to object space, effectively remeshing the input mesh. The method
Set Landmar ks() takes the landmark mesh in parameter coordinates. Each landmark point is mapped to
object space using the MapCoor di nat es() method of the input mesh. If the input mesh has additional data
associated with its vertices in the Poi nt Dat aCont ai ner, this data is also calculated for the new vertices
(by interpolation within each triangle). The cell data for the output mesh is copied from the landmark
mesh. Internally, the fi lter uses a cache to store all mapped vertices. If the parameterization changes
around a certain point (invalidating the cached values), a local neighborhood is searched f i rst to speed up
the mapping process. These optimizations make the fi Iter especially eff i cient if the used parameterization
changes only locally, e.g. by using the i t k: : Gaussi anV\ar pSpher i cal Paranet eri zationFil ter.

A.8 ProcrustesAlign3DMeshFilter

Theitk::ProcrustesAlign3DveshFilter isderived fromitk::ProcessChject and aligns a set of 3D-
meshes or point sets in a common coordinate system using the generalized Procrustes matching [10]. All in-
put meshes must have the same number of points with corresponding indices. The default behavior is to use a
similarity transform to align all meshes to zero origin and scale them to best match a mean shape with norm
one. The methods Ali gnTransl ationOn/OFf(), AlignScal eOn/ O f() and Ali gnRotati onOn/ OFf ()
can be used to deactivate certain classes of transforms. If the shapes should not be scaled to match norm
one but retain their original sizes, set UseScal i ngO f (). Other options are UseSi ngl el terati onOn()
to run the algorithm only for a single iteration and Usel ni ti al AverageOn() to start the optimization
with an average of all input shapes instead of using a single one. Before calling any other methods,
Set Number O I nput s() should be used to specify the number of meshes to be aligned.

A.9 StatisticalShapeModel3DCalculator

Theitk:: Statistical ShapeModel 3DCGener at or is derived fromitk:: Cbj ect and fi nds the point cor-
respondences across a set of two-manifold triangular meshes. After calling Set Nunber Of | nput s() to pass
the number of meshes in the set, Set | nput () can be used to specify the parameterized input meshes. Note
that Set I nput () copies the mesh information when the method is called, i.e. the mesh and its parameteri-
zation have to be initialized before.

In addition to the input meshes, the user has to specify a landmark mesh in parameter space that will be
used to create the corresponding shapes. For the used spherical parameterizations, this means the desired
number of vertices for the model should be spread equally on the unit sphere. The necessary coordinates
can be obtained e.g. by subdividing one of the platonic solids and project all points to the sphere.

The search for optimal point correspondences is guided by a cost function that estimates the quality of a
shape model. Set Cost Function() has to be called to specify the function to be used. The best results
have been obtained with cost functions based on the Minimum Description Length of the shape model (as
presented in [7]).
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Set Optim zeParameteri zati onStart () determines if the algorithm should also optimize the start offsets
of the parameterizations, which practically leads to optimizing the rotation of the sample meshes. If all
samples have the same orientation, this can be turned off for a slightly faster optimization. The default is
on. Set UseAut omat i cAl i gnnent () decides if a Procrustes alignment of the sample shapes and scaling to
tangent size is conducted before building the model. The default Aut omati cAl i gnment On() delivers the
best results for the vast majority of cases.

A call of Updat e() triggers the optimization process, which can take several hours or even days to f i nish,
depending on the hardware used and the number and complexity of sample meshes. The algorithm should
scale linearly with the number of samples, the number of vertices on each sample and the number of land-
marks. A rule of thumb is to decimate the sample meshes to reach a similar number of vertices as the used
number of landmarks.

The optimization uses a gradient descent algorithm with fixed step size that can be set using
Set Par anet eri zati onVar pSt epLengt h() and Set Pararmeteri zationStart StepLengt h() for opti-
mization of local correspondence and rotation, respectively. Convergence is determined by compar-
ing the value of the cost function every 50 iterations. If the difference is less than the value set with
Set Conver gence(), the algorithm raises its level of detail. It stops when the maximum level is reached.

After that, the resulting point correspondences can be queried using three methods: Get Qut put Mesh()
returns the corresponding points (landmarks) in the original coordinate system of each mesh,
Cet Qut put Al i gnedMesh() returns the landmarks in the aligned coordinate system used to build the model
and Get Qut put Paranet eri zati on() returns the optimal parameterization for each input.

A.10 StatisticalShapeModel3DGeneratorWithFeatures

This is a subclass derived from itk:: Statistical ShapeMddel 3DGener at or. This class allows the us-
age of arbitrary features for the optimization of correspondence. The major change in functionality is in
InitializeMatrix(), which uses the point data associated with the mesh, rather than vertex coordinates,
for building the covariance matrix for MDL. Note that this class assumes that the input meshes have point
data associated with their vertices. The point data should be of type i t k: : Vect or <doubl e, n>where nis
the number of features being used. For example, for obtaining the results represented in Sect 5.2, the point
data was of type i t k: : Vect or <doubl e, 2>, since there were 2 features per point (C and S).

A.11 ShapeModelCalculatorCostFunction

The itk:: ShapeMdel Cal cul at or Cost Function is derived from itk:: Chject and forms the base
class for all cost functions to be used with the itk:: Statistical ShapeMbdel 3DCal cul ator. The
cost function automatically maintains a pointer to the calculator that is using it. Since it is declared
a friend of i tk:: Statistical ShapeMdel 3DCal cul at or, it can access all internal data of the model.
Virtual functions that have to be implemented in subclasses are GetValue(), GetGradient() and
PrepareG adi ent s() . While Get Val ue() returns the current costs for the model, Get G- adi ent () returns
the gradient in a certain direction. How this direction is interpreted is specif i ed by the implementation of
PrepareG adients().



A.12 VarianceBasedCostFunction 20

A.12 VarianceBasedCostFunction

The i tk:: Vari anceBasedCost Functi on is derived from i t k: : ShapeModel Cal cul at or Cost Functi on
and implements the PrepareG adi ent s() method for all cost functions based on the variance, i.e. the
eigenvalues of the model. Virtual functions that have to be implemented in subclasses are Get Val ue() and
Cet Gradi ent () . Both can make use of the eigenvalue gradients stored in the EVGr adi ent s matrix.

A.13 SimplifiedMDLCostFunction

The itk::SinplifiedVbLCost Function is derived from i tk:: Vari anceBasedCost Function and im-
plements a simplif i ed version of the MDL function originally presented by Davies [7]. Costs are calculated
with the objective function of Thodberg [22]. Before using this cost function, the variance threshold that
determines the amount of noise in the image data has to be set. The easiest way to set this threshold is to use
Set Var i anceCut For Mbdel Radi us() and pass the average voxel radius of the sample shapes as argument.

A.14 MeshASCIIReader

The i tk:: MeshASCl | Reader is derived from i t k: : MeshSour ce and reads a mesh from disk. The mesh
data is stored separately in two text fi les. The firstfile has a pts-extension and holds the vertices of the
mesh: Each line represents one point by the X, y and z coordinates, separated by spaces. The second fi le
has a fce-extension and stores the faces of the mesh: Each line represents one face by the indices of the
involved vertices, separated by spaces. The fi rst point in the pts-fi le has the index 0.

Currently, only triangular faces are supported by the reader. After specifying the fi le prefi x (the name
without the extension) with Set Fi |l ePrefix() and calling Updat e(), Get ReadError () can be used to
query the success of the operation. If no error occurred, Get Qut put () returns the imported mesh.

If local features, rather than spatial locations of the vertices, are to be used for establishing correspondence,
there should be a third file with the same name and a .txt extension. This file should have a header followed
by the list of features for each vertex, indexed the same way as in the .ptsfile. The header should look like
the following:

NUMBER_OF_PQOI NTS = 4002
DI MENSION = 2
FEATURES = UNKNOWN

This means there are 4002 vertices in the mesh, and at each vertex, there are two features that should be
used for the correspondence optimization. The 4002 lines following the header will consist of two values
corresponding to the feature values at each vertex.

A.15 ParameterizedMeshASCIlIReader

Theitk:: Paraneteri zedMeshASCl | Reader is derived from it k: : MeshSour ce and reads a spherical pa-
rameterized mesh from disk. The mesh data is stored separately in three text fi les. In addition to the pts-
and fce-fi le that i t k: : MeshASCl | Reader is using as well, there is a third f i le with a par-extension which
stores the position of all points in parameter space. For spherical parameterized meshes, this position is
saved as X, y and z coordinates of the point on the unit sphere, separated by spaces.
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A.16 MeshFileWriter

The i tk::MeshFil eWiter is the base class for mesh writers in different formats. It is derived from
itk::Processhject and offersaWite() method which calls Gener at eDat a() to write the mesh to disk.
In addition, there are several methods to get and set FilePrefix, Filename and FilePattern. The subclasses
can decide which of these naming methods they want to use.

A.17 MeshSTLWriter

Theitk::MeshSTLW i ter isderived fromitk:: MeshFil eWiter and stores a mesh in binary STL (stere-
olitography) format. Only triangular faces are stored. Use Set Fi | ePrefix() to specify the fi lename,
which will be extended with the stl-extension.

A.18 MeshASCIIWriter

Theitk:: MeshASCI I Witer isderived fromitk:: MeshFil eWiter and stores a mesh in the ASCII for-
mat described in the documentation for the i t k: : MeshASCI | Reader class. Currently, only triangular faces
are stored. Use Set Fi | ePrefix() to specify the fi lename, which will be extended with the pts- and fce-
extensions.

A.19 ParameterizedMeshASCIIWriter

The itk::ParameterizedMeshASCI I Witer is derived from itk::MeshFileWiter and stores
a spherical parameterized mesh in the ASCIlI format described in the documentation for the
i tk:: ParaneterizedMeshASCl | Reader class. Use Set Fil ePrefix() to specify the fi lename, which
will be extended with the pts-, fce- and par-extensions.
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