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Abstract

We present a framework for statistical finite element analysis allowing performing statistical statements of
biomechanical performance of peri-articular implants across a given population. In this paper, we focus on the design
of orthopaedic implants that fit a maximum percentage of the target population, both in terms of geometry and
biomechanical stability. CT scans of the bone under consideration are registered non-rigidly to obtain
correspondences in position between them. A statistical model of shape is computed by means of principal
component analysis. A method to automatically propagate standardize fractures on the statistically-based bone
population has been developed as well as tools to optimize implant position to best-fit the bone surface. Afterwards,
finite element analysis is performed to analyse the biomechanical performance of the bone/implant construct. The
mechanical behaviour of different PCA bone instances is compared for tibia representing the Asian and Caucasian

populations.
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1 Introduction

Current design processes for orthopedic implants
rely on very limited information about the shape
of the target bone. Such information may be in
the form of a small set of shape parameters (eg
lengths and angles) derived from the existing
literature, which fails to capture the complexity
of real anatomical shapes. Alternatively, tests on
cadaver bones can be performed. However,
extrapolating the findings reached by such tests
to the whole target population can lead to
implants that may fit some patients, but not
others.

For this reason, the current project uses novel
population-based design methods to develop
market-specific trauma implants. Our
technology allows a compact model that
represents the range of shape variation
encountered in a set of different bones to be
automatically built. The model is based on large
collections of CT scans. Statistical analysis
techniques are employed to determine the
average bone shape in a given population, as
well as the shape distribution around this
average in the form of principal components of
shape variation. Once the model is built, it
allows generating as many bone instances as
required to accurately represent the population.
Finite element calculations are used to evaluate
the biomechanical properties of the generated
bone instances. This method enables to
reconstruct the statistical distribution of bone
biomechanical properties across the population.
Initial evaluations will focus on bone strength.

2 Statistical Model of the Tibia

Two input datasets composed respectively by 43
Caucasian left tibias CT sets (23 males and 20
females) and 47 Asian left tibias CT sets (28
males and 19 females) were used. The size of
each image was 120x130x140 voxels.

All the input images were pre-processed: after
their segmentation executed with Amira 4.1.1,

they were non-rigidly registered using the
methodology presented in [Rueckert].

Bone creation was implemented in Matlab 7.0.
New shape instances were created using
Principal Component Analysis (PCA) [2]
applying the following formula:

x=x+ b (1)

where x contains the coordinates of the new
shape, x contains the coordinates of the mean
one, ¢ is the eigenvector and b,is the shape

parameter: | b, |< £3,/A, , with A, as eigenvalue.

As shown in Figure 1, from the shape statistical
model 13 new instances were created for each
ethnic group combining the first mode and
second mode that represent about 75% of the
total variance. Grey level intensities were
created warping the mean ones in each bone.

Finally these new instances were used to
simulate bone fractures and implant fitting and
to study biomechanical properties of the bone-
implant coupling.
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Figure 1 Map of the 13 bones created for each
ethnic group through shape PCA. Each point
represents a bone created using separately the
first mode (red points) and the second mode
(blue points) or combining them (green points).
The black point represents the mean bone.



3 Fracture Generation and
Propagation

The kind of fracture used for the simulation was
the 41-B1, according to the A.O. group
classification [3]. It is a partially articular
fracture in which the lateral condyle is split from
the rest of the tibia by an almost vertical cut.
This kind of shape allowed us both to simulate a
situation that is close to reality and to implement
calculations with a reduced computational effort.
All the implementation was done with Matlab
7.0.

Figure 2 Fracture generation and propagation.
(a) Fracture generated as a black sagittal slice in
the mean bone. (b) Propagation of the reference
fracture to a bone instance using deformation
fields. (c) Fracture surface created with
Delaunay triangulation; a few voxels are still
linked at the edge of the fracture. (d) Elimination
of the linking voxel and creation of two
completely split bone parts.

The fracture was created in the same way for
Asian and Caucasian image sets. In each group,
for the mean bone the fracture was conceived as
an exact vertical cut (below called “reference

fracture”). The reference fracture was then
propagated to all the instances created through
PCA in order to obtain the same kind of fracture
in the same anatomical site for all the bones (the
fractures created in this way will be called
“propagated fractures”).

The reference fracture was created simply
changing to black all the voxels belonging to the
same sagittal slice (i.e. slice no. 90) for both
Asian and Caucasian (Figure 2a).

The creation of the propagated fractures was
implemented in an automatic way. First for each
new bone a further non-rigid registration [4] was
performed with respect to the mean bone,
obtaining deformation vector fields. Then
deformation fields were added to the mean bone
fracture coordinates in order to obtain the
position of the fracture in the current instance.
Differently from the reference fracture, each
propagated fracture was not positioned just on
one single slice, but it crossed more slices (up to
4). Moreover the propagated fractures were not
created as a black continuous but as black points
spread in few slices (Figure 2b). This was due to
the discrete nature of images and deformation
fields. In order to perform the following
biomechanical analysis the fracture should be a
continuous, i.e. the bone had to be completely
split into two separated parts to create two
different meshes. To create a continuous fracture
the first approach involved morphological
operators (based on connectivity). The obtained
results were not satisfactory in terms of fracture
thickness. Better results were achieved with
another approach that considers the fracture as a
continuous surface that splits the bone in exactly
two parts, without any links between them. The
surface was created as a Delaunay triangulation.
The black voxels generated through the
deformation fields were considered as vertices
of the triangles (Figure 3a). Then all the voxels
still belonging to the bone that were crossed by a
triangle were turned to black and the complete
fracture was created, as shown in Figure 2c.
However, as it can be seen in the same Figure
(Figure 2c¢), it could happen that at the edges of
the fracture there were a few voxels that still
linked the two parts of the bone. To solve this



last issue another triangulation was created with
all the black surface voxels as vertices (Figure
3b). This second surface was expanded one
voxel outwards, i.e. turning to black all the
voxels that were in the same sagittal slice as the
surface edge voxels and next to them. With this
last operation the fractures were completed and
the bones exactly split into two parts (Figure
2d).
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Figure 3 Delaunay triangulations. (a)
Triangulation generated with the black voxels
obtained through the deformation fields as
vertices. (b) Triangulation generated with the
surface voxels as vertices.

4 Implant Fitting

The constrained ICP algorithm is based on the
optimization of the following functional:

argminZWi ‘e, )

where W, and e, are the corresponding weight

and distance error for point i in the implant mesh
model, respectively.

The weights W,are computed as a linear

combination of constraint-specific weights for
collision, implant-bone co-linearity and tibia
plateau. The last two constraints come from the
implant manufacturer and have been established
to favour implant fitting

Wo=WS W W/ 3)

The collision weight WiC is computed as follows

C 1 pi¢l/in

‘T kic ei” piEI/in. @

To detect if a point p, is inside or outside the

bone model, the sign of the dot product between
the normal vector on the bone surface closest to

p, and the vector formed by p,and its closest

point on the bone surface is computed.

In order to avoid biases due to the number of
points inside and outside the volume, the
variable k,° in Eq. 3 was analytically found to
be

k(c > (Nip=Niy)
1

Sledl (5)

i€Viy

with N, the number of points of the implant

mesh, N.

in?

the number of points falling inside the



bone model, and ¥, the 3-D space inside the

bone model.

We have found that adjusting the weight &, we

avoid biases due to the variations on the number
of points inside and outside the bone volume, as
the iterations proceed.

Similarly as for the collision constraint, weights

Wl.H and W,” are computed as follows:

W - I a=sq,
P k””am—a” a>a, (©)

1 er
"’ ={ b (7)

kipHpi _ZpH D; T

Where o is the angle between the implant main
axis and the bone main axis, ¢, is a threshold
angle chosen by the user to set together with the

weighting factor & H, the sensitivity of the

parallelism constraint. The scalar value z, is the

z-coordinate of the plateau region interface,
and I is the 3-D space above the bone plateau.

For the computation of ¢ the main axis of the
implant model and the bone are required. This is
performed through an Oriented-Bounding-Box
(OBB) decomposition of both shapes.
Furthermore, for the implant model, only the
lower region is used in order to improve the
alignment between the bone shaft and the
implant. Figure 4a shows a 4-level OBB
decomposition of the implant, while Figure 4b
shows the aligned bounding-box to the main axis
of the implants' lower region.

(b)

Figure 4 Oriented Bounding Box (OBB)
decomposition of the implant shape used to
measure deviation of the angle between the main
axis of the bone and the lower part of the
implant shape. Figure (a) shows a 4-level
decomposition and figure (b) shows the main
axis of the lower part of the implant obtained
after applying a further OBB decomposition of
the lower part of the implant.

5 Biomechanical FE Simulations

Finite Element (FE) analysis is a numerical
technique to solve partial differential equations
over domains of complex shapes. FE techniques
find a natural application in biomechanical
studies, such as for structural analysis of
orthopaedic implants. FE models are useful to
assess the design, position and fixation of new
implants [1].

A technique to generate FE models representing
the target population in terms of shape and
mechanical properties is proposed in this study.
The statistical models obtained in the former
step, average and modes of variation are used to
create 3D bone solids representing instances of
the population. The obtained bone geometries
(both parts of the fractured tibia) are then
meshed with a finite number (about 100°000) of
3D tetrahedrons. 10-nodes elements with
quadratic shape functions were used to unsure
good quality to the results.



Figure 5 Finite element mesh of the bone
(including the fracture) with the implant.
Beam elements used to model the screws are
shown as blue lines. These elements are
“embedded” whithin the bone elements.

The mechanical properties used in the model
are inhomogeneous and depend on the bone
density distribution. Since calibrated CT scans
were used for the construction of the statistical
model, instances of the model will maintain a
proportional relationship between the bone
relative density and the grey level (Hounsfield
Units) in the images. It has been shown that the
bone’s Young’s modulus can be obtained
directly from the bone density [5]:

E=695p"" (8)

where E is the Young’s modulus in GPa and p is
the bone relative density (g/cm3). The Poisson
ratio is chosen equal to 0.3, because this
parameter is not dependent on bone density.

The implant was also discrtized with finite
elements. The position of the implant on the
bone surface was defined by the fitting
algorithm described previously. The implant
mechanical properties were E = 110 000 Mpa
and a Poisson’s ratio of 0.3 corresponding to
titanium.

3D beam elements were used to fix the implant
to the bone. Six beams were used in total — 3 in
the proximal part of the bone and 3 in the distal
part. The cross section of the beam was assumed
circular with a radius of 3.3 mm, which
correspond to the diameter of the fixation
screws. The attachement of the beam to the bone
was performed using an embedded element
technique. The embedded element technique is
used to specify that an element or group of
elements is embedded in “host” elements. In our
situation the beam elements modeling the screws
are embedded in the bone. If a node of an
embedded element lies within a host element,
the translational degrees of freedom at the node
are eliminated and the node becomes an
“embedded node.” The translational degrees of
freedom of the embedded node are constrained
to the interpolated values of the corresponding
degrees of freedom of the host element.

The loading conditions correspond to a 1600 N
force (2 times body weight) on the tibia plateau
while the distal part of the bone is maintained
fixed. In total 26 FE model were built and the
commerical finite element package ABAQUS
was used for the simulations.

6 Results

The quality of the implant fitting was evaluated
on each of the bone generated with the statistical



model. Results show that the implant better fits
the Caucasian population that the Asian group
(Figure 6). For the Asian bones, the maximal
bone/implant distance was up to 7mm. The
difference between the two populations was
expected since, the implant was first designed to
target the Caucasian market.

Once the optimal position for the implant has
been found, biomechancal simulations are used
to evaluate the mechanical behavior of the
implant for the different populations. For the
simple fracture considered in this study, stresses
in the implant remain far below the Yield stress.
However, some differcences were visible
between the two populations (Table 1). The
stresses calculated in the plate as well as in the
screws are significantly higher (p < 0.5) for the
Asian than for the Caucasian population.
However, no statistical difference was found
between for the fitting quality in the two
populations. Even if the average distance
between the bone and the implant was larger for
the Asian bones than for the Caucasian bones,
the quality of the fit was statistically identical.
This result highlights the importance of
including biomechanical simulations in the
optimization process and that optimization based
on the geometrical fitting of the plate is not
enough to capture the complexity of the implant
biomechanics.

Stresses in the implant also correlate to the bone
size in the Asian population. A linear correlation
higher than 0.6 was found betwenn the length of
the bone and the maximum von Mises stress in
the plate. Higher stresses were calculated for the
short bones than for the long one. On the other
hand, no correlation was found for the
Caucasian bones. This observation indicates
than probably more care is required to account
for implant size scaling in the Asian bones than
for the Caucasian bones.

Asian Caucasian

Figure 6 Maximal (top) and average (bottom)
distance map for the Asian and Caucasian bone
populations. Red indicated a small distance
(Omm) and blue indicates a large bone/implant
distance — up to 7mm for the maximal distance
in the Asian population (top, left)

7 Discussion

We presented a framework for statistical
biomechanical assessment including a combined
statistical model of shape and finite element
analysis. The application of our methods for
modelling bone shape and mechanical behaviour



Caucasian Asian
Bone-implant 43
distance (mm) 3.7 (+14%)
Mises stress in
the plate (Mpa) 61 69 (+12%)

Max principle
stress in the 61

0,
screws (Mpa) 80 (+31%)

Table 1 Comparison of the biomechanical and
geomatrical variables between the Asian and the
Caucasian models. The average of the maximal
bone/implant distance was calculated as well as the
average of the maximal von Mises stress in the
plate and maximal principle stress in the screws.

Variation are also given in %.

has been shown for the evaluation of a given
peri-articular plate.

The statistical model construction is based on
non-rigid registration. This has the advantage
that no landmarks or parametric representations
need to be defined. Future developments will
combine shape and intensity information into the
same PCA evaluation; the model contains
information about the correlation between shape
and density. This could allow predicting bone
density when only shape is known, and this is
one of our directions of future work. The FE
analysis shown in this work could be improved
by addressing a set of experiment setup issues.
First, bone screws were modelled with simple
beams embedded in the bone.

Obviously, the screw/bone interactions are more
complex than this idealized model. Accuracy of
this approximation should be evaluated. Further,
the bone geometries were meshed independently
from each other, resulting in different FE
meshes for the different bones. This leads to
difficulties in the direct comparison of the stress
distribution between the different bone shapes
under consideration, as well as discrepancies in
the location of the loading forces applied. The
alternative is to deform a pre-defined mesh, such
as is done by [6]. However, it is extremely

difficult to ensure the validity of the mesh for
further FEA under arbitrary deformations.

The target application is orthopaedic implant
design. Virtual testing of new implants will in
the future replace cadaver testing. Further, being
able to study the whole range of bone shapes and
densities of the target population will lead to
better fitting implants, as well as a considerable
cost reduction in the design process. In order to
assess the appropriateness of an implant, further
development should be done to define the
different scenarios of the implant, in terms of
positions were the it is likely to be placed and
the force loading conditions.

A complementary application of these
techniques will be the patient-specific pre-
clinical evaluation of an implant, taking into
account the particular skeletal anatomy, bone
quality, and implant position to assess the
biomechanical performance of the implant on
the patient.
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