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Abstract

Many frameworks and toolkits are proposed for rajgdelopment of computer assisted intervention jGaftware. In this
paper we investigate how the open-source 3D Sdipplication framework can be used for this purp@ge.defined general
requirements for CAI software to be able to evauwatd enhance 3D Slicer for interventional appbeestin general, and not
just for a specific system. 3D Slicer is found toabgood basis for CAl software development, asutk-in functions fulfill
many requirements and missing functionalities caedsily added. We described how we implemente€alisoftware, by
using and extending core Slicer functions. Thrdeaanements are described in detail: the manageshamrkflow, DICOM
image transfer, and multiple views. The resultiafjvgare fulfills the general CAl requirements, ahdupports two different
MRI-guided prostate biopsy systems (each with fidiht imaging mode, robotic manipulator and caliimn method), which
demonstrate the usability of our software for inpéamting CAl applications in general.
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1 Introduction

Development of computer assisted intervention (G&Btems is a rapidly evolving field, with lotsraw
methods, devices, and applications appearing dajalgy CAl software components have to be built on
reusable toolkits, frameworks, and open interfacdeep up with the pace of changes.

To date, a number of free open-source softwaredveorks and applications have been developed in the
research community of image-guided therapy. A groom Georgetown University has been developing
a high-level, component-based software frameworkiffage-guided surgery applications, named The
Image-Guided Surgery Toolkit (IGSTK) [1]. The frawmk is built on top of Visualization Toolkit
(VTK) and Insight Segmentation and Registration[KivdI TK) and it provides a set of APIs for varisu
functionalities required in image-guided therapglsas visualization, image input/output, and tragki
device connectivity. This highly modular architaetuallows users to rapidly prototype navigation
software for their clinical application and validat. NaviTrack proposed by Von Spiczeakal. [2] is
based on the similar concept, but provides Extemdarkup Language (XML) interface that allows the
users to configure data flow pipeline without cagithe SIGN framework [3] is another toolkit foprd
development of image-guided navigation softwarethwsupport for various device interfaces and
workflow management. The Surgical Assistant Wotksta(SAW) provides a framework targeted for the
daVinci surgical robot, but its generic design aHoits usage with other telesurgical robot systems.
Besides those software frameworks specialized foage-guided therapy, several medical image
processing and visualization software applicatiaare extended for image-guidance of surgical
procedures. Medical Imaging Interaction Toolkit (M) is also a framework build on top of VTK and
ITK and can be extended for image-guided therapiedion with MITK-IGT component [4]. Another
approach is to interconnect medical image procgsaind visualization software with existing surgical
navigation systems. Papademetris and his grouplajeae a network protocol to interconnect their
research software, Biolmage Suite, with a commbermarosurgical navigation system (VectorVision
Cranial, BrainLab Inc.) [5]. The underlying idear fthis work is to investigate state-of-art image
processing and visualization techniques, whichnateavailable in the conventional navigation sysiem
the operating room without any modification to thi@ical system.

3D Slicer [6] is one of those free open-source wwdimage visualization and processing applications
that have been investigated for surgical navigati®D Slicer was used as prototype software for
neurosurgery [7], prostate [8] and liver biopsy arehtment [9]. It offers functionalities usefulrfo
surgical applications, including various image @sxing and visualization techniques as well as oré&tw
interface (OpenlIGTLink [10]) for imaging and theeagtic device connectivity. Those functionalities ar
provided as plug-in modules, which users can fabiytrol from 3D Slicer’s integrated graphical user
interface. For data management, 3D Slicer provite®wn scene graph architecture called Medical
Reality Modeling Language (MRML), where all datg.eimages, models and transforms, are accessed
from those modules. This centralized data handtieghanism allows the users to perform complex tasks
without writing code, by combined use of the margnentary processing tools available in the
integrated environment.

However, the flexibility in choice of functionakts and data often misleads the users and let thiéto
follow a certain workflow. Therefore, our challenigere is to provide a ready-to-use integrated dgcaph
environment that strikes the balance between usahbitd flexibility of clinical configuration. Angkis

of generic CAIl software requirements show thatereme a few other features that are not yet supgort
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by the currenBD Slicer cor, such ashe ability to receive images directly friimaging devices through
DICOM network transfeand he possibility ® display information on multiple screens in bdth tontrol
room and operating rooat the same tin.

In this paper, we describe our new framework on 3D Sithat can be used for imjmenting a wide
range of CAIl systems. @ previou: works concentrategrimarily on the mechanical engineering asp
of theCAl system developme and did not provide vendamdependent strategy for softw architecture
and integration. Té engineering contribution of our current worktie software architectuand tools to
implement CAl software in 3D Slicer in general, apecifically forMRI-guided prostate interventi.
Firstly, we comparecapabilities of 3D Slicerto generic CAl regirements. Then wepresent the
architecture of ousoftware and the neworkflow, image transferand multiple display manageme
mechanisms with thahe most important CAl requirements can be fuld.

2 Typical CAI application workflows

In this section wedescribe two different MRI guided prostate inteti@m systems thawe built
previously and specify a common workflow, whichvaid for both of these two systems and in ger
for other CAI systems.

MRI-compatible robot system for transperineal prostate intervention

This system usesaactuate(MRI-compatible manipulator to insert needles into thasiate through th
perineum.Instant feedback is providecuring the needle insertioby displaying sen-real-time two-
dimensional MR imagethat are taken in a plane aligned to the curreatigeposition The three main
components of the system are the needle placemigot, fa close-bore wholebody 3T MRI scanner (GE
Excite HD 3T, GE Healthcare, Chalfont St. Giles,)J&nd 3D Slicer with custom modul, as the user
interface for the entire systel[11], Figure 1). All componentg@ connected to one another Ethernet,
and communicatig with each other usii OpenlGTLink and DICOM protocsl
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Figure 1. A robot for transperineal prostate biopsy and tmemit (left) and its system configurati
(right). Pneumatic actuators and optical encodiosvaoperating the robot inside a clo-bore 3T MRI
scanner
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The system has six states, corresponding the phafsése clinical workflow: start-up, planning,
calibration, targeting, manual, and emergency. thrtsip phase system initialization is performed,
including setup of software and hardware connestiaterile needle installation, and starting positi
adjustments. During the planning step 3D MR imagesacquired, loaded into the prostate intervention
module in 3D Slicer, and finally the target posisoare defined on them. In calibration phase thetro
coordinate system is registered to the image coateisystem by determining the position of the raino

the MR image from the Z-shaped fiducial that iseltied to the robot base. In targeting state, foh ea
planned target the robot is moved automaticallyhe desired position, while 2D images are acquired
continuously to monitor the needle insertion. Mdrarad emergency states are used for positioning the
robot by low-level motion commands, and stoppingailot motion for exceptional situations.

MRI-compatible robot system for transrectal prostate intervention

The system uses an MRI-compatible manipulator serinneedles into the prostate through the rectum
([12], Figure 2). MRI images are acquired before tleedle insertion to define the targets, and #fter
insertion for verification. The end-effector is ramtly operated manually, by setting the targeting
parameters that the navigation software has cordpute
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Figure 2. A robot for transrectal prostate biopsy and treatnieft) and its system configuration (right).

The navigation software has four states: calibnatisegmentation, targeting, and verification. In
calibration phase the robot coordinate systemgistered to the image coordinate system, by logaiim

the MR image four markers that are attached tortheipulator. In the segmentation step a 3D model of
the prostate can be created from an MR image toetter visualization of the relative positions bét
targets, the needle, and the prostate. In thettaggstep the user can define target positionsgaidhe
targeting parameters for a selected target. Irvéhidication state an MR image is taken while tleedie

is inserted, and the distance of its actual visgasition from the planned position is computed.

Generic CAl system workflow

By analysing the workflows of the above describe® interventional systems, we can define the a
common workflow, which is applicable to a both théwo systems, and also to wide range of similar
CAl systems.
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e Start-up: In this state the necessary configurgbiarameters are set and software and hardware
connections are established and tested.

e Planning: The intervention plan is created, desagilvhat tools to be used and how, specifying
target areas, positions, trajectories etc. If thenmng procedure is lengthy or complex and
information (images, measurements, other data)aheady available pre-operatively then the
planning is carried out before the intervention,levladjustments and simple planning entirely
can be performed during the intervention.

e Calibration: In this phase the devices are caldat@nd coordinate systems of interventional tools
(such as the robotic manipulator), patient, andyingadevice are registered to each other. This is
completed as near as possible to the time of tieeviention (i.e., right before the intervention or
even during the intervention if that is practicatlghievable), to minimize the chance of any
changes that could alter the calibration or regiitn.

e Targeting: The manipulator is moved to each plarpesition and the necessary operation (such
as biopsy or seed placement) is performed. Thesusay monitor the progress of the operation
by observing instant, continuous feedback of thetesy through displayed images and other
measured parameters (tracked position, etc.).

o Verification: In this step the difference betweée plan and the actual result of the intervention
is compared. This information may be used for dquassurance and may trigger adjustments in
the intervention plan.

e Manual Control: This state is necessary for alteys where the manipulator is motorized, to
allow simple direct control the device in case mieegency or for testing purposes.

Some states that were present in the previouslgldped prostate intervention systems are removed
because they can be considered to be part of fitestates (segmentation is part of planning; esmey
is part of manual control).

Although there is a natural order of states (StprtPlanning, Calibration, then repeated Targeting
Verification), there may be a need to adjust trenpr calibration during the intervention, so getgr
any transition between the states shall be alloatexhy time. It also means that any of the stepH bk
allowed to be performed during the intervention.

3 Generic CAl software requirements

Functional requirements define what the softwamigposed to do. They can be defined by analyhiag t
generic CAl workflow described in the previous g&tt In the Start-up state the software has tolalsp
controls on the user interface to configure theesysand display status information. In the planning
phase the software shall be able to load, disglaglyze medical images and add planning information
(such as target point positions). During Calibmateind Targeting states the software shall be able t
receive images, communicate with external devisegH as robot, MRI scanner) and visualize the
images, tools. In Verification state receiving betimages and visualization is required. For Manual
Control communication with external devices sheallsbmpported.
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Additionally, non-functional requirements, such asternal interface requirements, performance
requirements, design constraints, software systeibwes shall be defined for the software ([13here
are no strict constraints for external interfadeswever it is strongly recommended to use industry
standard and/or open interfaces whenever it isillesto avoid the overhead of implementing custom
protocols. Performance (speed, response time,retpu)rements and design constraints are not aiic
prototyping software, so we do not define any geneequirement for them. However, there are
important attributes that shall be consideredéfdbftware is to be used on patients: the safebystness
and usability of the system shall be “good enougih’be efficiently used during interventions. Exact
definition of what is good enough is a complex tapiitself (as discussed in e.g., by Di Maio ef&4]),
and shall be analyzed specifically for each appbca but the following requirements are generally
applicable. The software shall be able to recoranfits failures by transitioning to a safe stateere the
procedure can be continued from, preferably byoresy a previous valid state. All significant
information, such as user actions, state transitioomputation inputs and results shall be loggethd

the procedure to allow analysis of usage patteprs;active discovery of potential errors and
investigation of failures after they have happened.

4 Implementation of a CAl application in 3D Slicer

The implementation of our MRI-guided prostate inggrtion software using 3D Slicer is presented is th
section. Firstly, suitability of 3D Slicer as a lzafor CAl software is discussed, then an overvadvour
software implementation is provided. Finally, threportant extensions of the Slicer basic functiiies
are described.

Suitability of 3D Slicer for implementing CAl software

Most of the functional requirements, such as thlgiired image enhancement, analysis, segmentation,
visualization features are nearly all implemented the basic 3D Slicer application. Missing
functionalities can be usually added easily, thatikshe modular architecture of Slicer and the rich
feature set and flexibility of the underlying algbm libraries (VTK, ITK).

3D Slicer stores all information that describessitste in an MRML scene, and this data can be satved
any time. By default Slicer saves this data onlyuser request, but to allow recovery from a sofewar
failure by reloading a previous state, this infotima can be saved automatically. An automatic saag
be triggered by specific operations, such as theptetion of important steps (e.g., as calibration o
modification of the intervention plan), and befa@mplex or resource-intensive tasks (e.g., loading
processing of image data).

Logging capabilities are already built into 3D 8licthe CAIl software just had to use this infrastuee
by inserting code that reports all important actitmthe logger during execution.

3D Slicer provides an integrated graphical usesrfate that allows the launching any of the numerou
single-purpose software modules, in any order,lost any data. All data, such as images, trangform
and models are shared by all modules, this wayuie can process, combine, analyze data by using
different modules. However, as this process isguided, and cannot be easily automated in Sliagngg
through complex workflows takes time and carefuidivided attention of the user. This is hard to
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guarantee during an interventional procedure, foerehe workflow and data flow management in Slice
needs improvement for CAl use.

Image guided navigation software require extensiaabilities for receiving images from other system
components. 3D Slicer supports communication thnahg OpenlGTLink interface, which is targeted for

efficient real-time communication with external dms and can be used to transfer any kind of
information, such as images, position tracking fimfation, or controlling commands. This is protocol

works very well for those components that suppordowever, the most widely supported method for
medical image transfer through networks is DICOM][TThe DICOM Working Group 24 has been even
compiling surgical workflow models to determine gtandard for integrating information about patient
equipment and procedure [16]. Unfortunately, therent version of 3D Slicer does not have the
capability to receive images directly through DICOMtwork transfer. An external application can be
used to receive the images and then the imagedbednaded manually into Slicer, but this manual
procedure takes time and is error-prone. An extenshall be developed for CAl applications withttha

Slicer can directly connect to imaging devices aquidkly and reliably receive the acquired images.

CAl applications generally require display bothtie control room with lots of detailed informatiand
controls, and a simplified display in the operatingm with just the most important information ivery
well visible format. As 3D slicer has no built-iigport yet for managing multiple views on different
displays, this has to be implemented as an exterisiaCAl applications.

Software implementation overview

3D Slicer is designed so that new functionalitiaa be easily added by implementing add-on modules.
There are different types of Slicer modules, wesehto implement our CAl software in a “Loadable
module”, because this integration method providdsdccess to Slicer internals (data structuresy us
interface, etc.).

The software runs on a separate workstation anantontates with the imaging device through Ethernet
connection, using OpenlGTLink and DICOM protocdigyre 3).

Workstation

Navigation Software (3D Slicer)
OpenlGTLink

OpenlGTLink

DICOM
Server

OpenlGTLink OpenlGTLink

DIcCOM
Client

Imaging device Robot

Figure 3. Architecture of the 3D Slicer based CAl softwaravigation software runs on a workstation
that communicates with the imaging device and réfv@ugh standard communication protocols.
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We created Slicer MRML node classes for storingaddllour custom data: one node for storing all
common data (configuration, OpenlGTLink connectjosts.) and a separate node for each robot type
(one for transperineal, one for transrectal). Weeestmages and target positions in standard Stiodes
(vtkMRMLScalarVolumeNode and vtkMRMLFiducialListNedl and maintain references to them in our
custom nodes.

Workflow management

Our CAl software provides a wizard interface forrltow management. The wizard interface consists of
pages corresponding to clinical steps as we destiibsection 2, and shows only one page at ondein
graphical user interface. This allows hiding unmsseey control widgets from the GUI, minimizing the
risk of unwanted operation by the user. The stepsaasociated with states of software system, which
defines the behavior of software components. Tap sansitions based on the operator’s input on 3D
Slicer and is notified to other software componehtsugh the network using OpenlGTLink protocol.

The user can configure the workflow, by ordering #xisting components and defining MRML nodes
shared by the components. To reuse the huge anoburdeful software resources in 3D Slicer, it is
important to incorporate the existing modules ia Workflow interface. The mechanism to embed other
modules into our workflow interface depends ontifme of the modules. There are mainly two different
types of plug-in mechanisms are used: a standadhlde (a.k.a. dynamic) module is loaded as a ghare
object or dynamic link library in 3D Slicer and hiadl control of 3D Slicer; Command Line Interface
(CLI) is a mechanism to call a command-line progpmassing parameters as arguments and image data as
files. Since a dynamic module creates its own gcaphluser interface (GUI) in certain area of themma
3D Slicer window, it is hard to embed the GUI irr evizard interface and restrict user input so that
users do not select wrong data. Thus, insteadsplaliing the module’s original GUI, our CAI intecta
displays downsized GUI widgets that receive tha'siseput and internally call methods defined ir th
module. For CLI, the wizard displays forms for teers to input parameters and call the command with
specified parameters. Data consistency is mairddnyesetting attributes of critical data so thagtyttare
cannot be manually edited in other modules (theyhaatden).

Image transfer management

Our CAI software system offers two types of imagensfer: DICOM image transfer from a PACS
database or imaging device and real-time imagesfiearfior monitoring procedures. Since OpenlGTLink
interface is already available for transferringltéae image data, we provide proxy server softwiiig
converts DICOM image transfer to OpenlGTLink. Thiexy server is implemented in two components.
One component is listening at a TCP port to recéiecimages through DICOM transfer protocol and
stores any acquired image in a file in a specifieadory. The other component monitors the dirgctord
sends any newly acquired image through OpenlGTtarknection. The advantage of this separation that
the functionality of the first component is alreaayailable in some DICOM toolkits, so there is re@d

to implement it. We used the DCMTK [17] toolkit B4COM receiver. Once the proxy software receives
an image from through DICOM, it notifies 3D Slicérat the image is available for transfer with
examination, series and image identifiers. The aaarrequest the proxy to start transferring thagien

For real-time image transfer, an OpenlGTLink iraed has to be installed in the imaging scanner. We
have developed a prototype of OpenIGTLink interffme GE’'s MRI scanner. The interface bypasses
image database in the scanner system and pushsrdagetly to 3D Slicer through OpenlGTLink. 3D
Slicer updates the display immediately after iterees the image. The interface can control the intag
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plane based on the transform matrix or quaterréarived from 3D Slicer. Thus it is possible to au
images from the plane parallel to the needle, mdisgy needle position and orientation measured by
mechanical encoders on the robotic system.

Multiple views management

Displaying information in the control room and inet operating room is implemented by creating a
viewer window that is independent from the Slicaimwindow and so can displayed on a secondary
monitor (or projected into the operating room, Fegd). The secondary viewer shall be flexible etoug
to display 2D slices, 3D objects and/or other serteixt (messages, measurement results, etc.). Dhe 3
viewer in Slicer (vtkSlicerViewerWidget) can displall these information, so we created a custom top
level window class and inserted an instance of3beviewer widget into that. The custom top-level
window is implemented so that if a secondary mangcavailable then it is displayed there (fillitige

full screen), otherwise it is displayed as a popaiupdow that can be moved anywhere on the scréen. |
we simply used a second instance of the 3D viewéré new window, the same information is displayed
in both the Slicer main window and the secondanydeiv, because the viewer widget instances share all
inputs. This is good, because there is no neecdefine what and how should be displayed in the
secondary view. However, certain information must lme shared between multiple viewers, such as the
camera (because using the same camera in diffaiedbws can lead to infinite loop of updates and
therefore software lock-up), and some other datah(sis targeting parameters) may be required on one
display only or display in a different style (e.text with larger, more legible font). To resolveese
problems we created a 3D viewer widget that is siglsed from the original Slicer 3D viewer clasg, bu
some properties, such as the reference to the aawhgrct and visibility of certain objects are aicden.
Multiple camera and viewer support is already ice3ls roadmap, and whenever it will be availalés
secondary monitor implementation can be greatlybiied.

Figure 4. Example of a main 3D Slicer window (left) and sedany window (right). Compared to the
primary window, the secondary window shows imagé tols in larger size and additional targeting
information (in the top right corner).

5 Conclusion

In this paper we presented a new computer aidedviemition software application, based on the open-
source 3D Slicer framework. We analyzed the mostmon requirements of CAl systems and then
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utilized and extended the 3D Slicer core to compityh these requirements. The developed software can
already be used to perform interventions with défé MR-guided prostate biopsy systems, and we
believe that the developed concepts and extensamserve as a good basis for many other CAl soétwa
implementations.

Reference

[1] Andinet Enquobahrie, Patrick Cheng, Kevin Gdryjs Ibanez, David Gobbi, Frank Lindseth, Ziv
Yaniv, Stephen Aylward, Julien Jomier, and Kevied&y. The image-guided surgery toolkit IGSTK: an
open source C++ software toolkit. J Digit Imagigg,Suppl 1:21-33, 2007. 1

[2] von Spiczak J, Samset E, Dimaio S, ReitmayrSGhmalstieg D, Burghart C, Kikinis R. Device
connectivity for image-guided medical applicatioffud Health Technol Inform. 2007;125:482-4.

[3] E Samset, A Hans, J von Spiczak, S DiMaio, BSEN Hata, F Jolesz. "The SIGN: A dynamic and
extensible software framework for Image-Guided abgl, MICCAI workshop on Open Source and
Data for Medical Image Computing and Computer-Assisintervention, Insight-Journal, DSpace
Handle:http://hdl.handle.net/1926/207

[4] Wolf I, Vetter M, Wegner |, Béttger T, Nolden Mschébinger M, Hastenteufel M, Kunert T, Meinzer
HP. The Medical Imaging Interaction Toolkit. Meddge Anal. 2005 Dec;9(6):594-604

[5] Papademetris X, Vives KP, DiStasio M, Staib UMeff M, Flossman S, Frielinghaus N, Zaveri H,
Novotny EJ, Blumenfeld H, Constable RT, HetherimgktP, Duckrow RB, Spencer SS, Spencer DD, S.
DJ. Development of a research interface for imagielagl intervention: Initial application to epilepsy
neurosurgery. International Symposium on Biomddioaging ISBI; 2006. p. 490-3.

[6] S. Pieper, M. Halle, and R. Kikinis. 3D slic4r632—-635, April 2004.

[7] Gering D.T., Nabavi A., Kikinis R., Hata N., @nnell L.J., Grimson W.E., Jolesz F.A., Black B.M.
Wells W.M. An integrated visualization system fargical planning and guidance using image fusion
and an open MR. J Magn Reson Imaging. 2001 Jun;®8(6-75.

[8] Hata N., Jinzaki M., Kacher D., Cormak R., GeriD., Nabavi A., Silverman S.G., D A.V., Kikinis
R., Jolesz F.A., Tempany C.M. MR imaging-guidedspaite biopsy with surgical navigation software:
device validation and feasibility. Radiology. 20011;220(1):263-8.

[9] Morikawa S, Inubushi T, Kurumi Y, Naka S, S&pDemura K, Tani T, Haque HA, Tokuda J, Hata
N. Advanced computer assistance for magnetic rem@aguided microwave thermocoagulation of liver
tumors. Acad Radiol 2003; 10(12):1442-9

[10] Tokuda J, Fischer GS, Papademetris X, Yanitbdnez L, Cheng P, Liu H, Blevins J, Arata J,
Golby A, Kapur T, Pieper S, Burdette EC, Fichtin@erTempany CM, Hata N, OpenlGTLink: An Open
Network Protocol for Image-Guided Therapy Enviromtmént J Med Robot Comput Assist Surg, 2009
(In Print)

[11] Fischer, G. S., lordachita, I., Csoma, C., daék J., DiMaio, S. P., Tempany, C. M., Hata, N.,
Fichtinger, G. MRI-Compatible Pneumatic Robot forafsperineal Prostate Needle Placement,
IEEE/ASME Transactions on Mechatronics, 2008, 12&5-30

Latest version available at thesight Journalink http://hdl.handle.net/10380/3075
Distributed undefreative Commons Attribution License




11

[12] Krieger, A., Csoma, C., lordachita, I., Guidh, Singh, A. K., Fichtinger, G., Whitcomb. Desigmd
Preliminary Accuracy Studies of an MRI-Guided Tr&asal Prostate Intervention System Medical Image
Computing and Computer-Assisted Intervention - MACC2007, 10th International Conference,
Brisbane, Australia, October 29 - November 2, 200déceedings, Part Il, Springer, 2007, 4792:59-67

[13] IEEE Std 830-1998, IEEE Recommended PractceSbftware Requirements Specifications, IEEE,
1998.

[14] DiMaio, S., Kapur, T., Cleary, K., Aylward, . Kazanzides, P., Vosburgh, K., Ellis, R., Duncan,
Farahani, K., Lemke, H., Peters, T., Lorensen,®ébbi, D., Haller, J., Clarke, L., Pizer, S., TaylB.,

Jr., Galloway, R., Fichtinger, G., Hata, N., Lawskn Tempany, C., Kikinis, R., Jolesz, F. Challeggn

image-guided therapy system design. Neurolmage7, 20S144-S151

[15] The National Electrical Manufacturers Assoidat(NEMA). Digital Imaging and Communication in
Medicine (DICOM). NEMA Publications PS 31-318. 2007

[16] Lemke H, Vannier M. The operating room and tieed for an IT infrastructure and standards.
International Journal of Computer Assisted Radiplagd Surgery. 2006;1(3):117-21.

[17] DCMTK - DICOM Toolkit, version 3.5.4 (2005-120), http://dicom.offis.de/dcmtk

Latest version available at thesight Journalink http://hdl.handle.net/10380/3075
Distributed undefreative Commons Attribution License




