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Abstract

The purpose of this paper is to present our extension d¥itii« toolkit by a real-time navigation system
for computer assisted surgery. The system was developédapiaroscopic partial nephrectomies as a
first application scenario. The main goal of the applicat®to enable tracking of the tumor position
and orientation during the surgery. Our system is basedtoasolund to CT registration and electromag-
netic tracking. The basic idea is to process tracking infdrom to generate an augmented reality (AR)
visualization of a tumor model in the camera image of a lapapic camera. Our system will enhance
the surgeon’s view on the current scene and thereforettgeti higher safety during the surgery. A key
intention of the development was to use only open sourcéiteduch as3/TK, MITK andOpenCVin
order to implement the desired functionality. So far we haplied our system in vitro in two phantom
trials with a surgeon which yielded promising results.
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1 Introduction

Inrecent years, an increasing number of kidney tumors were treatathipally invasive resection. During

these so called laparoscopic partial nephrectomies the surgeon drgfarseveral limitations such as a
limited field of view and a lack of depth information. Therefore surgeonsddoenefit from computer and

hardware assistance. This leads to the emerging field of computer asaigfexysHowever, for navigation

in minimally invasive surgery many challenges have to be addressed.

An important challenge is to distinguish between healthy and diseased tidseigeparation line between
the two tissue types forms the boundary where the surgeon excises theftomahe organ after adding a
safety margin. In most cases this boundary cannot be identified solelygthkdsual observation of the in-
traoperative camera image. Therefore, surgeons study preopetatior intraoperative ultrasound images
closely. But even after planning, the risk of cutting into the tumor tissue or gudivay too much healthy
tissue is relatively high. The reason for this risk is the inaccurate cogmitinsfer process from imaging
modality to the organ, which mostly depends on the experience of the sungéeothink that by extending
the planning process with the generation of a tumor model that will be automatcglsrimposed to the
laparoscopic camera image during the surgery, the inaccuracy of thegquiticess can be reduced signifi-
cantly. To enable this augmentation two working steps are necessarstAatfiautomatic or semi-automatic
system to register preoperative CT images with intraoperative ultrasastbtbe created. Secondly the
camera and tumor positions as well as their orientations need to be trackedbte an anatomically correct
video overlay.

Literature shows great progress in tracking the tools, camera and ietedivp imaging modalities in use.
However, tumor tracking is a very important step and still one of the big@edienges on the way to enable
assistance throughout the surgical procedure. The two commonly erdplaygking methods are optical
(with optical targets and feature based) and electromagnetic trackingaQmiitking of target frames offers
fast tracking with high accuracy. It is mainly used for tracking rigid toolsatigching the optical frame to
the proximal part of the tool. Examples for the medical application of this tealerign be found in10].
This approach suffers from the need for a direct line of sight betveaemera and frame as well as the
limitation to rigid tools. The group at DKFZ (German Cancer Research Cdmsrjleveloped a navigation
system based on optical tracking of small markers that are attached tg#resorrfaced]. This enables the
tracking of the organ position and orientation and allows for an augmeraéty nddeo overlay of internal
structures16]. Both optical tracking approaches based on markers do not allowaftkitrg of flexible tools
and the tumor itself, which is the target of the procedure. Therefore thgatin assistance using optical
tracking with markers is limited to an orientation at the beginning of the procezhadoses reliability
during the resection process. A group at Johns Hopkins Universitptessented an optical tracking system
based on a stereoscopic camera system and feature extrdéfioonfortunately such systems suffer from
so called drift due to error accumulation over timg [

Unlike optical tracking, electromagnetic tracking systems do not requireetdiime of sight and any optical
markers or features to track objects. Especially in minimally invasive syrgbgre the available space in-
side the abdominal cavity is limited, distinguishable landmarks are rare anctaliiesof sight is not given
at any time, electromagnetic tracking systems clearly have an advantagigerfare our electromagnetic
tracking approach allows tracking of the tumor troughout the whole sur@érkfellner et al. have shown
the applicability of electromagnetic tracking in the surgical environmer]iahd [4].

In the remainder of this paper we describe the system setup in s@ctibime required camera calibration
steps are specified in sectiBnWe are going to conclude the paper and give an outlook into futurerobsea
fields in sectiorb.
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Figure 1:The subfigure (a) shows schematic drawing of the hardware components of our navigation system and their
interconnectivity. Subfigure (b) shows the software components and their integration into the toolkits.

2 System Overview

Similar system designs using both optical and electromagnetic tracking syseem®posed in the litera-
ture. Our system in figurgais similar to the system introduced itd]. Nevertheless there are three key
differences. Our system differs froriq] by the electromagnetic tracking system and camera being used.
The last and most important difference however is, that contrary to thespective system described in
[12], our system can generate the video overlay online and in real-time.

The components of our navigation system that are showibinlt is implemented using the three open
source toolkitaVITK, VTK andOpenCWith MITK being the development basit9. The user interface
elements and functions for receiving and storing electromagnetic trackiagrtside our functionality are
extending theMITK-IGT components. Th®©penCWVitoolkit offers state-of-the art and well tested methods
for camera calibration which are important to ensure the accuracy of tigatian system. All accumulated
and processed data is then used to generate an accurate rendarengfsbe tracking system with thérk
toolkit. Using the rendering scene it is possible to obtain rendering imageartauperimposed to the
camera live video feed, providing the desired augmented reality visualizMiome detailed information on
the imaging and registration components of our navigation system can lebifo[irg].

Registration

One of the key steps in the proposed system is the registration of a matiepeCT and its previously
segmented tumor model to the intra-operative situation. This means that thed@laaning data have to
be aligned to the patient position and orientation in the operating room which diffgrtfrom the situation
during the CT scan. During the surgery two three dimensional ultrasooltihes are generated using
tracked freehand ultrasound. With our system we are generating B-wluti&lastography Imaging (EI)
ultrasound volumes, with El being a simple imaging modality sensitive to relevanirés. We are using
a version of theVlITK rigid registration functionality which we have enhanced according to ocedsiand
already given back to the community. A rigid six degree of freedom (D@§istration of the translation
and rotation parameters is performed. In the registration step a varietyfiobiliiés related to ultrasound
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might impede the achievement of high quality registration results. Apart fremeled to track the probe,
the field-of-view as well as the amount of discernible features is limited. Atlien-based stiffness values
of El data are related to CT density information, an information-based metatt¢Mutual Information in
this case) is used for registratiod].[ The result of the registration step is a transformation of the CT volume
and the corresponding tumor model into the reference coordinate systerad by the tracking system.

Tracking

Wired electromagnetic tracking systems have been used to track surginaiests like ultrasound probes,
bronchoscopes or cathete® and [L1]. We propose to use the 3D Guidance medSAFE tracking system
from Ascension Technology Inc., USA for tracking camera and tumor mewe. We extended thdITK-
IGT components to support this new tracking device as well as a remote tradkingtbat allows for
reading tracking information via a TCP/IP network. The medSAFE trackistesy has no need for an
additional optical tracking system (cf. the optical and electromagnetigdhiriacking system from Calypso
Medical which was proposed by 2]), which eliminates the additional source of inaccuracy and reduces
calibration efforts. Furthermore the absence of the optical trackingmysliinates the line of sight
problem. Compared to the Calypso system, we are tracking the tumor moveringra sggle miniaturized
sensor. With this single sensor we have 6 degrees of freedom andiinfieter precision whereas the
Calypso system needs three larger beacons to achieve similar acclingciimits the applicability of the
Calypso system on small tumors, where the amount of healthy tissue thatlednfee placing the beacons
next to the tumor would be too high compared to the advantage of such at@viggstem. Furthermore
using our tracking technigue we are able to track tumors by placing thergettsthe safety margin without
cutting into the tumor tissue which should be avoided at any cost. Passingciesagy wires of the tumor
sensor into the body can be easily solved by utilizing the 4th trocar, which éeglaut not used in our
scenario. The system we present in this paper requires a trackingnsyitte at least two active sensors.
The first sensor is implanted next to the tumor under ultrasound controlréMesang a Tuloc marker wire
from Somatex Medical Technologies GmbH, Germany and attach the serthis toire with Medi Cure
biocompatible glue from DYMAX Europe GmbH, Germany so that the sensuoratachange its relative
position to the tumor. The second sensor is attached to the tip of the opticamesitrthat allows the
surgeon to see the operating field.

Camera

Currently a Logitech QuickCam camera provides the 640-by-480 pixevlideo footage. In future system
designs the video source will be replaced by a laparoscope and tteerefill meet the requirements
for minimally invasive surgery. For a smooth and real-time experience of ittepwnavigation we are
calculating at least 25 augmented video images per second. The much fiaighef position information

from the tracking system enables outlier correction which will be implementadine system stages.

3 Calibration

Since each of the employed devices has its own characteristics and ederdgystem, they have to be
calibrated to enable a projection of a given tracking coordinate into the eaimege (cf. figure2). In
order to set up the navigation system, it is sufficient to calibrate the cansamgrioned in sectioh. One
distinctive feature of the proposed system is that only intrinsic and exteasiera calibration are required.
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Figure 2: The sufigures (a)-(d) show cirles around the projection position of the tumor sensor in the image plane.
Please note that the size of the circles is chosen according to the tumor size (red) and the resection margin (green)
based on the distance between tumor and camera.

The intrinsic parameters consist of an intrinsic camera matrix (or projectionxjnand five distortion pa-
rameters. They are the projective transformation part of a homogtdphgt describes the 3D to 2D image
plane transformation. Using the calibration methods described,ifi]7] and [21] all intrinsic parameters
can be obtained by solving linear equation systems. Advancing the videzegdowan endoscope, the intrin-
sic calibration should be done as described?d pr [18] depending on the endoscope type in use. These
calibrations will be more accurate as they are specifically created to deandtdscope characteristics, e.g.
very short focal length that creates highly distorted images or obliqwengecapability (cf. [L4]).

The extrinsic parameters consist of a rotation maRiand a translation vectdr They are the physical
transformation part of the homography that describes the 3D to 2D image plamsformation, which
essentially specifies the relation between the viewing plane in the trackindicate frame and image
plane in the camera coordinate frame. Further information on extrinsic daitorean be found in,Z1]
and R2]. The equation:

p=HP=MWP (1)

represents the homography between the pgiritsthe camera plane and the poiRtin the tracking space.
M is the projection matrix of the intrinsic parameters.

W= (Rt )

describes the calibration between the camera and the electromagnetic tisykiamg and is a 3-by-4 com-
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Figure 3: Placing a tumor model around the calculated center of the tumor relative to the sensor position. Please
note that the physical tumor representation in (a) is different from the tumor in (b) and (c) in a way that the red tissue
represents the tumor including the resection margin whereas in the other two figures the tumor is the red tiussue only
and the resection margin is represented be the green tissue.

ponent matrix composed of the 3-by-3 rotation maRiand the translation vector We need a set of related
points in camera and tracking space to calcuthtend therefordRk andt. For detailed information on how
to calculateR andt see p] and [B].

4 Navigation

After a successful camera calibration the intrinsic and extrinsic cameaaeéers are available. Together
with the position and orientation information obtained during the movement ofrapjoged sensor, these

parameters can be utilized to describe the surgical manipulation proceesalld an intraoperative navi-

gation using video overlay in real-time.

The navigation process works as follows. The tumor model as well asfiéty szargin that were previously
segmented are loaded into dUITK navigation functionality. Each model’'s position and orientation, that
are known due to the registration process described in sez;teme stored in a transformation matrix. With
each movement the sensors attached to the camera and tumor generate @oditdentation data that is
stored in aMITK filter based sensor data queue and used to calculate new relative tngaisbo matrices
that can be applied to the loaded models.

To generate a 3D rendering scene of the modeléTi&a 3D render window is created offering powerful 3D
processing functions. An image that shows the transformed models is ndereel and superimposed to
the life video feed, hence creating an augmented reality visualization (afefty

Due to the previously described necessity for camera calibration thentaen@era position and orientation
obtained through the tracking process has to be transformed back t@atiahibstate in order to make the
projection to the altered camera plane possible. The following transformatiwix Maovemendescribes this
transformation and is the key component for camera movement:

-1
Tmovement= Tcalibration * Tcurrent- (3)

Also, if each laparoscopic tool would be equipped with a sensor, it woallddssible to track and display
the position of the instruments leading-edges, even if they are currentlgrhimiEhind organs or other tools.
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Additionally the trajectory of the surgical tool could be displayed. This caldd improve the surgeon’s
ability to resect a tumor. Combining the camera movement transformation andofbetjon we receive a
new function that is applied during tracking and therefore is essentigiéanavigation:

P = MW Thovemer. (4)

5 Testing

Together with a surgeon from the Johns Hopkins University we havaagea our system in a trial on 2 cus-
tom made atrtificial kidney phantoms from CIRS Inc.. Each phantom had Zhkesibich were segmented,
registered usin@/ITK functionalities and resected using our navigation system. The tumors in kach p
tom were of different sizes and tissue properties including color, esteity for ultrasound imaging and CT
Hounsfield units. We placed the sensor inside the tumor as can be seenéBfigising laparoscopic ul-
trasound guidance. A laparoscopic trainer was used to obstruct teosisrview on the scene and to allow
for a more realistic surgical environment. Therefore the surgeon was litoitheé camera video image and
our navigtion aids based on augmented reality visualization. Although wefa@reg problems with the
phantoms and there physical properties during the resection processirgfeon stated that the navigation
was helpful and enabled him to estimate a good access path to the tumorriRorththe fact that the tumor
visualization moved along with the tumor itself helped him to stay inside the resectiginnaad close to
the tumor without cutting into the tumor itself.

6 Conclusion

In this paper we presented a new real-time navigation system for minimally\ievasigery. By using an
electromagnetic tracking system with wired sensors, our technique herakadvantages over systems that
can be found in literature. At first, we eliminated the line of sight problem thpéars when using optical
or hybrid tracking systems. Secondly we are able to use the same tracktegndpr US Volume generation
as well as tumor and camera tracking. This reduces the amount of calibbatieeen different imaging
systems and the tracking system. Last but not least the biggest bemefitsyfstem is that the augmentation
of the planning model over the real-time video can be done online insteattr@dpectively as described
in the literature so far. Although our results are still preliminary we think thatagproach seems very
promising and should be further investigated using improved phantoms.
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