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Abstract

The deconvolution, also called deblurring, tries to revket optical distortion introduced during the
aquisition of the image. It is a family of image processingahiican be classed in the larger family of
image restoration.

Deconvolution is a very difficult problem, and many algomith have been proposed to solve it,
with different strenght and weakness which may depend orctimext where they are used. As a
consequence, it is desirable to have several algorithnmbl@awhen trying to restore some images.
The different algorithms are often built on a similar priplei, making possible to share a large part of
their APl in their implementation. Also, the most generieogtions related to deconvolution should be
reusable in order to avoid code duplication and ease thesimghtation of new algorithms.

In this contribution, the infrastructure for the implematidn of several deconvolution algorithms
is proposed. Based on this infrastructure, twelve simpt®deolution algorithms of reference are also
provided.
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1 Introduction

The deconvolution is the process used to remove the bludnted during the image acquisition. This blur
can have several origins: it can be caused by the opticakptiiep of the equipment, or by a camera shake
for example. The blur can then be caracterised by a poinadgdtenction, which may or may not be constant
in the whole image.

The deconvolution is a widely used methods in several fieldsiding astronomy, where it has been heavily

developped during the optical problem of the Hubble spaestepe, and fluorescence microscopy, where
it is used as an alternative or in conjunction with physicatmeds aimed to improve the image quality, like

the 2-photons or the confocal microscopy.

The image formation can be modelised as follow:

| =Np(O®P)+Ng (1)
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wherel is the observed imag®) is the unknown original image is the point spread functior is the
convolution procesd\g is an additive gaussian noise aNgis a poisson noiséd\g andNp can be more or
less important, and may be negleted depending of the cases.

Several approaches have been considered over the timeéatksat difficult problem, leading to two groups
of algorithms:

e linear algorithms: the computation is made in a fixed numlb@asses. They are generally very fast
and very useful in previsualization.

e iterative algorithms: the computation of the unblurred gmé#s refined iteration after iteration. While
generally slower than the linear algorithms, they also galyeproduce more accurate results, by
allowing the integration of constraints during the comgiata like the non negativity of the light
intensity.

In this contribution, the point spread function is assunethé known and constant in the whole image.

While this is not true in all the cases, this approach allawsse the highly efficient FFT based convolution

to implement the deconvolution algorithms. Other cases beaglevelopped in another contribution. The

point spread function can be measured or simulated, but ofth@se methods are provided here, and may
be developped in another contribution.

2 Infrastructure

There are several common steps in the deconvolution algasitbeing linear or iterative. The most obvious
is the transform to the frequency domain to make the comipugat This code is already available in another
contribution by the same author. Some others steps, madtited to the iterative deconvolution, are also
usable outside of the context of the deconvolution — theyeHaeen grouped here in generic filters and
calculators.

2.1 Generic classes
itk::BinaryFunctorWithindeximageFilter

This filter is very similar td t k: : Bi naryFunct or | mageFi | t er, but also is also passing the index position
of the current index to the functor, allowing to apply a tfans: dependent on the position in the image.

itk::ComplexConjugatelmageFilter

This filter simply compute the complex conjugate of a compteage pixel-wise.

itk::DivideOrZeroOutimageFilter

This filter divides an image by another, and replaces anyruwalvalue (defined by the user) by zero. Itis
very useful to prevent very large value when the result isl @sethe denominator in a division.
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itk::MultiplyByComplexConjugatelmageFilter

This filter combines, in a single step, the complex conjugraesform and the multiplication by a complex
number from another image. Its principal interest is to oedihe number of filters involved in a pipeline,
but it may also provide some performance enhancements (@asumed).

itk::LaplacianlmageFilter

This filter has been modified so that the laplacian kernel @andymalized to one, in order to produced
reproductible changes independently of the image spadiritas also been enhanced to run the expected
number of threads.

itk::FFTConvolveByOpticalTransferFunctionlmageFilter

Performs the convolution of an image in the spatial domairatikernel in the frequency domain. It is
implemented with the very simple pipeline FFT-frequencyndm multiplication-inverse FFT and is used in
many iterative algorithms to reduce the code complexity.ofition is available to compute the convolution
by the conjugate of the kernel image.

3 Calculators

Several calculators are provided, to compute some valuagoést on the processed images. Because of the
lack of multithreading infrastructure for the calculatardTK, none of those calculators are multithreaded.

itk::ImprovementinSignalToNoiseRatioCalculator

Compute the signal to noise improvement based on three sn#georiginal image, the blurred image and
the restored image. This is useful to measure the efficiehayrestoration procedure, but requires to have
the original image, and so is restricted to a simulated blur.

5 (Ibjurred — lorigin)? > )

improvment:leIOglo< (Irestored — lorigin)2
resored — 'origin

itk::RelativeChangeCalculator

Computes the relative change of an image after a transfaimg the formulae:

Zlnxln_l
>1

it is used as a criteria to stop the iteration process in #rative deconvolution.

change =

®3)
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itk::IDivergenceCalculator

Computes the idivergence between two images. The formsilae i

(4)

div= log(In/Ins1) = (In—Iny1), if In#0andlp 1 #0
—(In—TInya), otherwise

This parameter is widely used in case of poisson noise. Natehe O case is often not documented and as
been chosen as it is in this definition by the author.

itk:: TotallntensityRatioCalculator

Computes the ratio of the total intensity of two images. Taikulator allows to verify a desirable feature
of some deconvolution algorithms: the non modification ef global intensity in the image.

4 Linear deconvolution

Linear deconvolution algorithms are made in a non-iteeat#ay, making them usually faster than the itera-
tive deconvolution algorithms. They are mostly implementéth FFT based convolution, that’s why all the
implemation provided here are subclassestdd. : FFTConvol uti onl mageFi | t er Base. They don't have
any specific needs which are not covered by this base clagshas no special base class has been develop
for this group of filters.

5 lterative deconvolution

Iterative deconvolution algorithms exhibits some lessalisanstruction than the linear ones. A base class,
itk::lterativeDeconvol utionl mageFilter has been developped to share some code bitween the dif-
ferent algorithm implementations and make them easierde.co

An iterative algorithm is usually quite long to run, so we warittle more observability and possibilities of
interaction during the update process than with a lineasrihgn.

The filter should:

e be able to start with a different image than the input imaghkis Bhould allow to restart a decon-
volution where the process has stopped and to use precomdidmages to start the deconvolution
with;

e announce when an iteration is completed,;
e expose the current iteration number;

e expose the result of the last iteration to let the user vigudleck the deconvolution result during the
process;

e be able to stop at any iteration if the user decide to do so;

e be able to run for a given number of iterations;
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e be able to stop if the process has reach a stable state;
e provide the basic infrasctructure for the iteration to medeefilters easier to implement;

¢ allow the user to modify the image at each iteration to add @oshing step for example.
Those features have been implementectik: : | t erati veDeconvol uti onl mageFi |l t er, as a subclass of

i tk:: FFTConvol utionl mageFil t er Base.

6 Reference algoritms

Some reference algorithms implementations are providedhd next equationd,, is the imagd in the
frequency domain.

6.1 Linear algorithms
itk::WienerDeconvolutionimageFilter

An additive gaussian noise is assumed with the Wiener dedation.

~ [Py
= 9T 5

wherey is a user defined parametgrdepends on the amount of noise in the image and is usuallyein th
range 0001 to O1.

itk:: TikhonovMillerDeconvolutionlmageFilter

An additive gaussian noise is assumed with the linear Tikkevliller deconvolution.

*
N P

= R iR ©

whereR s a regularization operator — usually a laplacian —aisda user defined parametgrdepends on
the amount of noise in the image and is usually in the ran@@10to Q1. If Ris the identity transform, the
direct Tikhonov-Miller deconvolution is equivalent as t&éener deconvolution.

itk::RegularizedLeastSquaresDeconvolutionlmageFilter

1P . 2
- e f [Pyl >a
o= {W - ™

0, otherwise
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6.2 Iterative algorithms 7

6.2 lterative algorithms

itk::VanCittertDeconvolutionlmageFilter

Ih=T1+a(l —P&in1) (8)

An optional non negativity constraint can be applied at étghtion.

itk::JanssonVanCittertDeconvolutionimageFilter

A 2 . A+B .
Ih=Ih1+0 (1_ﬂ“”1_7 > (1 =P®In-1) 9)

whereA is the minimum value in the image &ithe greatest value in the image. In our implementation, it
is restricted toA = 0, which leads to

Ih=I-1+a (1— 2’“]_1?_8/2’) (l -P® |An71) (10)

An optional non negativity constraint can be applied at ethtion.

This filter is implemented by subclassingk: : VanCi tt ert Deconvol uti onl mageFi | ter and slightly
modifying its internal pipeline.

itk::LandweberDeconvolutionimageFilter

Ih=Il1+0P"T® (1 —P®h1) (11)

An optional non negativity constraint can be applied at etghtion.

This filter is implemented by subclassingk: : VanCi tt ert Deconvol uti onl mageFi | ter and slightly
modifying its internal pipeline.

itk::RichardsonLucyDeconvolutionimageFilter

S |
=1 1(P"® _ 12
n n l< P®|n_1> ( )

itk::MaximumEntropyRichardsonLucyDeconvolutionlmageFilter

I
P ® rn_l

In=Tn_1 <PT ® ) —Tlp_1ln(lp_1) (13)

This filter is implemented by subclassing k: : Ri char dsonLucyDeconvol utionl mageFilter and
slightly modifying its internal pipeline.

This filter doesn’t conserve the global intensity in the imag
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itk::DampedRichardsonLucyDeconvolutionimageFilter

2 P in .
U1 = _ﬁ<l+ln( lnl)—P®|n1+|> (14)
lh = I <PT®<1+U,1'\'_‘11(N—(N—1)UH1)%)) (15)
P®In_1

This filter is implemented by subclassing k: : R chardsonLucyDeconvol utionl mageFilter and
slightly modifying its internal pipeline.

itk::ConchellolntensityPenalizationimageFilter

The Conchello’s intensity regularization is implementsdaa external regularization filter to plug into the
regular Richardson-Lucy filter.

At each iteration, it adds the following computation to @vover intensifying the bright pixels:

—1.04+ 1+ 2\,
A

In= (16)
This filter doesn’t conserve the global intensity in the imag
itk:: TikhonovMillerRichardsonLucyDeconvolutionlmageFilter
oo 1 (Fopr) a7)
1-2\4; P®lIn1

This filter is implemented by subclassing k: : Ri chardsonLucyDeconvol utionl mageFilter and
slightly modifying its internal pipeline.

itk::PoissonMaximumAPosterioriDeconvolutionimageFilter
.~ A PT®<—'——1>
Ih=1In1€ Pein- (18)

7 Development version

A development version is available in a darcs repositohy ap: / / mi nma2. j ouy.inra.fr/darcs/contrib-itk/decol
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8 Conclusion

With this work, we are providing a well constructed infraacture which should highly simplify the im-
plementation of deconvolution algorithms with ITK, and shibhelp to keep the API very similar in all the
future deconvolution filters.

We have also provided several reference algorithms impigatien. While not at the state of the art, those
algorithms are considered as reference in the domain, airdsimplicity was a great opportunity to ensure
a high reusability of the infrastructure code.

Several things are still to be developed to make ITK a reardntthe deconvolution fields:

e some state of the art algorithm implementations. Significaprovements has been made in the last
decade in the deconvolution field, and the implemented iltgos, while useful as references, just
can’'t compete with the more recent published algorithms;

e blind deconvolution;
e theorical PSF generation;

e real test cases.
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