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Abstract. Transitive consistency of pairwise transformations is a desir-
able property of groupwise image registration procedures. The transfor-
mation synchronisation method [4] is able to retrieve transitively con-
sistent pairwise transformations from pairwise transformations that are
initially not transitively consistent. In the present paper, we present a
numerically stable implementation of the transformation synchronisa-
tion method for affine transformations, which can deal with very large
translations, such as those occurring in medical images where the coor-
dinate origins may be far away from each other. By using this method
in conjunction with any pairwise (affine) image registration algorithm, a
transitively consistent and unbiased groupwise image registration can be
achieved. Experiments involving the average template generation from
3D brain images demonstrate that the method is more robust with re-
spect to outliers and achieves higher registration accuracy compared to
reference-based registration.

Keywords: template construction, multi-image registration, groupwise
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1 Introduction

Image registration has attracted a lot of attention in the medical imaging com-
munity mainly due to the vast amount of applications both in research and in
the clinic. Applications include surgery planning, multi-modal diagnosis, statis-
tical analyses, normalisation, computational anatomy, longitudinal studies, im-
age segmentation, and many more. The registration (or alignment) of a moving
image with a fized image can be defined as finding a spatial mapping that trans-
forms the moving image such that it fits the fixed image “best”. To measure the
agreement of two images, mostly intensity-based metrics are used as surrogates
for the unknown true correspondence. The mapping is in general obtained by



optimisation methods, where it is necessary to select an application-dependent
transformation model. Commonly, the transformation models are categorised by
affine/linear and deformable transformations. Affine transformation models have
a low number of degrees-of-freedom that allow only for a coarse alignment and
thus are insensitive to overfitting. On the contrary, deformable transformation
models are capable of aligning images on a very fine scale; however, controlling
the trade-off between overfitting and realistic deformation is difficult. Frequently,
affine transformations serve as initialisation for deformable transformations to
avoid overfitting in the early stage of the optimisation.

The simultaneous registration of multiple images is more difficult. Differ-
ent approaches to tackle this problem are: aligning each image individually to
a fized reference (e.g. chosen as one of the images); aligning each image with
an iteratively evolving reference image [13,15]; finding a path of pairwise trans-
formations containing all images [17]; image congealing, where the variability
along the known axes of variation is removed iteratively [14, 21], and the related
accumulated pair-wise estimates (APE) approach [20]; considering a minimum
description length (MDL) approach of a statistical shape model built from the
correspondences given due to the groupwise image registration [5]; or, using a
Bayesian formulation for dense template estimation based on Fxpectation Mazx-
imisation (EM) [1]. In [19], for video mosaicing with motion distortion correction,
global alignment is seen as estimation problem on a Lie group.

However, choosing a fixed reference image or a path of sequential transforma-
tions induces a bias, and the iterative methods are generally local methods that
are initialisation-dependent. In any case this may result in suboptimal align-
ments. One way of measuring the degree of suboptimality is to use a transitive
consistency criterion, which is based on the fact that for a perfect alignment
the composite transformation from A to B to C must be identical to the direct
transformation from A to C. Registration methods improving this transitive
consistency have been proposed for deformable transformations [8,9].

Based on recent works on transformation synchronisation [4], in this paper
an unbiased, truly reference-free and transitively consistent approach for align-
ing multiple images under the affine transformation model is presented. Our
approach is useful in applications where the affine alignment of multiple images
is required. This includes for example the creation of an affine average template,
the creation of an (affine) probabilistic atlas, or the initialisation for deformable
multi-image alignment. Furthermore, since our approach is unbiased, the result-
ing average template is attractive for statistical analyses. By exploiting redun-
dancies between pairwise transformations, a more global approach of multi-image
registration is achieved with the proposed method. Compared to reference-based
groupwise registration, this leads to higher registration accuracy.

2 Methods

In this section, the transformation synchronisation method is briefly recapit-
ulated and a numerically stable implementation thereof is presented that can



handle large translations. Subsequently it is described how the method can be
applied to multi-image registration.

2.1 Overview of Transformation Synchronisation

Transformation synchronisation is a method for reconstructing transitively con-
sistent transformations from the set of (disturbed) pairwise transformations [4],
which is briefly summarised in the following.

At first, the case of perfect (undisturbed) data is described. Given is the
set T = {Ti;}F;—; containing k? pairwise transformations, where T;; € R***
denotes an invertible affine 3D transformation matrix from image ¢ to image j
represented in homogeneous coordinates. The set T is said to be transitively
consistent if 15,1, = T3 holds for all 4,5,l =1,... k.

Assuming transitive consistency, every transformation matrix 7;; can be rep-
resented as T3, T};, where x denotes some reference coordinate system that is
fixed for all ¢,5 = 1,...,k (see [4]). For the case of undisturbed data, for any [
it also holds that Ty; = Tl:l. Arranging all k2 transformations into a 4k x 4k
matrix W gives

W=\ 1| =[] = [Tuly] = [T = Uils, 1)
Trr -+ Tk
with U, = [TL T4 ... TE]T and U, = [T T5.),..., Tp,']. This shows
that for transitively consistent transformations the matrix W can be factorised
into U1 Us.
Multiplying (1) with Uy from the right leads to WU, = U;UsU; . Considering
now that UsU; = kI, where I, denotes the nxn identity matrix, this results in

WU, = kU, <~ ZUy = Oy xq with Z =W — klyy, . (2)

The latter shows that U; can, up to an invertible linear transformation multiplied
on the right, be obtained by finding the 4-dimensional nullspace of Z.

Now, if the pairwise transformations are obtained by independent measure-
ments (e.g. pairwise image registrations), in general it does not hold that the
transformations are transitively consistent or inverse consistent. Therefore, in
general Z does not have a 4-dimensional nullspace. Instead, we consider the
least-squares approximation of the 4-dimensional nullspace of Z, which can be
obtained by singular value decomposition (SVD) of Z. Let W = [ Ti; ] =U1U,
be the so-obtained synchronised version from a noisy W = [Tij}.

2.2 Numerical Stability for Large Translations

Large translations in the pairwise transformations may lead to an ill-posed ma-
trix W, constituting a problem with respect to the numerical stability of the
synchronisation method.



Each affine transformation block T;; in W has the form

ij

Generally, in medical image registration it can be assumed that the anatomi-
cal entities depicted in the images are similar to a certain extent as they represent
objects of the same (fixed) class (e.g. brains). This imposes certain properties
onto the linear part A;; of the transformation: the rotational part of A;; can be
arbitrary, because in principal the orientation of the patient can be arbitrary.
In contrast, the scaling or shearing are not arbitrary (for example it is unlikely
that the scale between two individual adult brains differs by a factor of 10 or
even more). Both properties imply that the values of the elements in A;; are
bounded, i.e. they are in (or close to) the interval [—1,1]. In contrast, the origin
of the coordinate frame of each image can, in principal, be arbitrary. With that,
the values of the elements in the translation component t;; do not have such
a bound, i.e. they can be orders of magnitude larger than the elements of the
linear part, which impairs numerical stability.

Instead of directly finding the 4-dimensional least-squares approximation of
the nullspace of Z = W—kl,;, a numerically more stable approach is now de-
scribed. For affine transformations 7;; the matrix Z is reducible, i.e. for some
permutation matrix P, the matrix Z/ = PTZP is a block upper triangular
matrix of the form

Z1n 7
Z/ _ PTZP — 11 12 , 4
l:oskxk Za @

where the lower left block 03« contains the zeros from the homogeneous trans-
formation part, Z1; € {1, 1—k}*** contains the constant elements from the ho-
mogeneous transformation part, Zss € R3*3% contains the linear transformation
part, and Z15 € R¥*3% contains the (possibly large) translation components. Us-
ing the Dulmage-Mendelsohn decomposition [7], the permutation P transforming
Z to Z' in (4) is determined. In the following it is described how Uj, spanning
the 4-dimensional nullspace of Z’, can be obtained. From U, the matrix U; can
directly be obtained by U; = PUJ.

Writing U] € R%*4 as U] = [V{ Vi
allows to rewrite eq. (2) for Z’ as

17, where Vi € RF*4 and V, € R34,

U = Ogprcs N { Z11 Z12} |:V1

=0 . 5
O3xk Z22 Vz] A )

Eq. (5) is solved first for the matrix V5 by finding the 4-dimensional nullspace
of Z35 using singular value decomposition, which is stable since Zss contains
the (well-posed) linear transformation parts only. Once V5 is known, the re-
maining part V; of U] is determined by solving the linear system of equations
711V = —=Z13V, for V4. Obtaining Uy from U, Us from Uy, and reconstructing
W = U U, eventually gives the synchronised version W of W.



2.3 Multi-image Alignment

The processing pipeline of aligning multiple images is illustrated in Fig. 1.
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Fig. 1. Processing pipeline for aligning multiple images using transformation synchro-
nisation. Rectangles represent methods and rounded rectangles represent data.

First the set of transformations {T7;}F j—1 between all pairs of unaligned im-
ages I, ..., I is determined using any affine image registration algorithm. Then,
all transformations are synchronised using the numerically stable synchronisa-
tion method, resulting in the set {TT]}i€ j=1 of transitively consistent pairwise
transformations.

In order to represent all images in the same coordinate system it is necessary
to select such a common coordinate system. Due to the transitive consistency of
the set of all pairwise transformations, in theory it is irrelevant what is chosen
as common coordinate system. To be more specific, up to discretisation and
interpolation, the resulting average image is the same for any choice of coordinate
system, thus, we consider our approach to be unbiased. Interpolation bias can
for example be handled by a mid-space based normalisation [15].

In order to be able to directly compare our method to the reference-based
approach, we create average images with the common coordinate system, image
dimension and voxel size of image I,. for all » = 1,...,k. So, for a given image
I, each image I; (for i = 1,..., k) is transformed to the space of the image I,. by
applying the transformation 7T;,.. We emphasize that I, should not be confused
with the reference image in reference-based multi-image registration (cf. preced-
ing paragraph). Eventually, the average image fﬁync of all kK images (represented
in the space of I, thus having the same image dimensions) is computed.

The use of transformation synchronisation constitutes the major difference
to reference-based template creation approaches, since this method is able to
aggregate all information contained in the set of pairwise transformations, in
contrast to reference-based methods, which only incorporate the information
contained in k pairwise transformations.

3 Experiments

In this section the results of applying the proposed framework for the unbiased
template construction from 17 T1-weighted MR images is described. The dimen-



sions of the images are between 256 x256x122 and 512x512x 168 voxels, where
the voxel sizes vary from 0.5x0.5x1 to approximately 0.9x0.9x1.4 (in mm?).

Two different affine registration methods have been used to find the set of
pairwise transformations (FLIRT [11] and ANTS [2]). To run the FLIRT algo-
rithm, we set parameters as follows: normalised mutual information, 12 degrees-
of-freedom and search angle [—20,20] for the rotation in all directions. Cross-
correlation and the affine transformation model were used in ANTS. Other pa-
rameters remained unchanged.

The reference-based alignment of images is used as baseline: (i) selection of
reference image I,.; (ii) registration of all other images with I,.; (iii) transforma-
tion of all images to space of I,.; and (iv) computation of average template fjfef.
In order to perform a fair analysis the evaluation has been carried out for all
r=1,...,k images I, as reference.

Furthermore, to enable a direct comparison between the reference-based and
synchronisation-based methods, for the latter a total of k average template im-

ages I3, ..., I are created. The results of the synchronisation-based method
are represented in the image spaces I,. for r = 1,..., k only for the sake of compa-

rability with the reference-based method. By representing image I; in the space
of image I, we mean applying the respective transformations, i.e. T;, for the
reference-based method and Tj, for the synchronisation-based method.

The average transitivity error etrans(7) of a set of transformations 7 =
{Tm}f j=1, which measures the degree of transitive consistency of the set of
pairwise transformations 7, is defined as

k

1
eurans(T) = 13 > Ty = Tallr, (6)
ij,l=1
where || - || denotes the Frobenius norm.

Let nce(I;, I;) be the normalised cross-correlation (NCC) between the images
I; and I;. In each experiment the NCC is computed k? times, i.e. for all r =
1,...,kand ¢ =1,...,k the NCC is evaluated. For the reference-based method
the NCC is computed as ¢i¢f = nee(I;, I'f), and for the synchronisation-based
method as ¢ = nec(I;, I3¥"°), where image I; is in both cases represented in
the space of I,..

Additionally to the average transitivity error and NCC, a landmark-based
evaluation criterion has been used. Based on a total of 8 bilateral brain structure
segmentations of subthalamic nucleus & substantia nigra (as compound object),
nucleus ruber, putamen & globus pallidus (as compound object), and thalamus
[3], the centre of gravity (COG) of each segmented object is determined. Let
€o,i,j,r D€ the cog-error that is defined as the magnitude of the error vector
between the COG of object o in image I; and the COG of object o in image I},
where I; and I; are both represented in the space of image I,.. In each experiment
the cog-error is computed 8k3 times forallr =1,...,k;i=1,...,k; j=1,...,k
and for all eight objects o =1,...,8.

Results for the measures described above are summarised in Table 1.



ref sync ref sync ref sync
€trans €trans c ¢ € c

F | 9142 0]0.859£0.025 0.863 £0.017 | 5.042 £ 3.672 4.362 + 2.439
A | 12.004 0| 0.861+£0.022 0.867 £0.017 | 5.157 £4.062 4.394 £+ 2.483

Table 1. Comparison of reference-based method and synchronisation-based method for
two experiments (F=FLIRT, A=ANTS). The scores shown are the average transitivity
errors e"5* ¢} (high values indicate problems), the mean and the standard deviation
of the NCC ¢{r*fs¥2¢} (higher mean is better), and the mean and the standard deviation

of the cog-error et™H*¥™} in mm (lower is better).

. N . ef,osync,sync ef,osync,sync
For both experiments the distributions of ¢{""*¥ ¢} g4pq 1" Pyt }

are presented as boxplots in Fig. 2 and 4, where the superscripts osync and
sync are used to distinguish the original transformation synchronisation method
and our proposed transformation synchronisation method with the numerical
stability improvement.
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Fig. 2. Left: distribution of NCC ¢; fori =1,...,k and r = 1,..., k for the reference-
based method and the synchronisation-based methods (with and without the numerical
stability improvement) visualised as boxplots (median as red horizontal line, 25th and
75th percentile as blue box, extent of extreme points that are not considered outliers as
blue vertical line and outliers as black dots). Right: sorted NCC differences ¢¥"° — c;ef
fori=1,...,kand r =1,...,k (FLIRT in blue, ANTS in red).

Fig. 2 reveals that with respect to NCC, on average the proposed approach
outperforms the reference-based method, whereas the original transformation
synchronisation method without the numerical stability improvement delivers
on average lower scores than both the reference-based method and our proposed
method. Furthermore, the boxplots show that using the reference-based method
may result in outliers that have considerably lower NCC scores. Fig. 3 (left)
shows such a case when using the reference-based method for brain average
template creation, where there are undesired artefacts in the area of the nose
that are not present using the proposed synchronisation method (right).

Considering transitive consistency, which is frequently employed for evaluat-
ing the quality of registration methods [6,8, 10], the proposed approach signifi-
cantly outperforms the reference-based method since our method always results
in perfect transitive consistency. Whilst a low average transitivity error does not
necessarily imply a good registration (e.g. consider the trivial case of not per-
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Fig. 3. Axial slices of brain average templates created using the reference-based method
(left) and the proposed synchronisation-based approach (right). Note the “ghost effect”
in the area of the nose for the reference-based method stemming from a bad registration.
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Fig. 4. Left: distribution of the cog-error e, for ¢ = 1,...,k; j =1,...,k; r =
1,...,k and o = 1,...,8 for the reference-based method and the synchronisation-
based methods (with and without the numerical stability improvement) visualised as
boxplots (median as red horizontal line, 25th and 75th percentile as blue box, extent
of extreme points that are not considered outliers as blue vertical line and outliers as
black dots). Right: sorted cog-error differences effg’j’r —egige fori =1,k j =
1,...,k; r=1,...,kand o=1,...,8 (FLIRT in blue, ANTS in red).

forming a registration at all, i.e. setting all transformations to identity), a large
average transitivity error indicates that there is a problem with the registration.

The cog-error, shown as boxplots in Fig. 4, reveal some extreme outliers of up
to around 3.5 cm when using the reference-based method. For the synchronisation-
based methods the cog-error is always below 2 cm, where the proposed synchro-
nisation method with the numerical stability improvement has a slightly lower
median when using FLIRT for finding the pairwise transformations than the



original synchronisation method. Note that in general the cog-errors have com-
parably large values since due to the regularity of the affine transformation model
only a coarse alignment of structures is possible.

4 Conclusion

A solution for the groupwise affine registration of images based on transformation
synchronisation has been presented. It has been shown that the method is more
robust with respect to outliers than the common reference-based method and
that it leads to improved registration accuracy. Our proposed approach can be
seen as an averaging procedure that removes noise (accounting for transitive
inconsistency) from pairwise transformations.

A shortcoming is that a quadratic number of pairwise transformations needs
to be available, which may, depending on the application, be unaffordable. How-
ever, because an average template is usually created only once, in many cases
the computational overhead may be acceptable, since the extra-effort is com-
pensated by a more reliable result. An alternative approach is to find a trade-off
between complete unbiasedness and computational cost by synchronising only a
subset of all pairwise transformations using transformation synchronisation for
partial data [18].

On its own, the proposed affine groupwise image registration procedure is
valuable for the construction of affine average templates. Moreover, it can be
used as initialisation for groupwise deformable image registration, where a good
initial solution is essential due to the highly non-convex nature of deformable
registration methods. In [12] a hierarchical groupwise registration scheme is pre-
sented that already assumes a groupwise affine registration between all images.
Also, in [16], for brain template generation the affine registration of a set of
images is performed by registering all images to an existing average template. In
both approaches our method can be used for the groupwise affine registration.

Due to the unbiasedness of the method it is ideal for statistical analyses.
Our experiments suggest that the reference-based method performs significantly
worse for certain choices of reference images, rendering the choice of reference
crucial. Since a priori it is unknown which of the images is a good reference and
which is not, a reference-free method is favourable in many scenarios.
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